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Robustness study and reliability growth based on exploratory
design of experiments and statistical analysis: a case study 
using a train door test bench
Laurent Cauffriez, P. Loslever, N. Caouder, F. Turgis, R. Copin

Abstract This paper presents a methodology to improve
the reliability/robustness of a complex mechatronic system
for passenger access, which is greatly stressed over its life
cycle. The proposed methodology aims to weed out design
problems during the development phase and to test the
robustness of the passenger access system under operating
conditions as close to the real service conditions as possible.
The empirical study process is based on an experimental
design series in order to cover a complex experimental
domain in a reasonable number of tests for each experimen-
tal design. The exploratory aspect that stands in the exper-
imental stage also stands in the data analysis stage thanks to
a descriptive multivariate approach that reduces the initial
information as less as possible. An application concerning
the passenger access system for a train is presented. The
experimental process is mainly based on the D-optimal
design and is used with a 1:1 scale test bench. An example

with five input factors is presented; the output data consist in
a multidimensional signal containing open/close cycles that
may be perturbed. The statistical analysis process starts by
considering a scale windowing while beeping both time and
multivariate aspects. The frequency values are then investi-
gated using multiple correspondence analysis. Advantages
and disadvantages of the proposed design of experiments
and data analysis are discussed.

Keywords Design of experiments . Reliability growth .

Robustness validation .D-optimal design . Scale
windowing . Multiple correspondence analysis . Train door
system

Abbreviations

ALT Accelerated life test
AM Arithmetic mean
DAP Data analysis path
DoE Design of experiments
FLC Factor level combinations
HALT Highly accelerated life test
MCA Multiple correspondence analysis
MS Multidimensional signal
PCA Principal correspondence analysis
RMS Root mean square

1 Introduction

Design for reliability is a set of methodologies and best
practices performed during design step intended to increase
the certitude that a product will meet its reliability goals. For
this, some advanced statistic tools (highly accelerated life
testing (HALT), accelerated life testing (ALT), design of
experiment (DoE)) are usually used in the design process
during the development and testing phase of a product.
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HALT is used for finding predominant failure mecha-
nisms in a product. It improves the reliability of a product
by gradually increasing stresses until the product fails [1–3].
It is therefore suitable for finding design weakness in a very
short period of time (usually hours or days). It is generally
applied on a whole system and do not work well when there
is a wear-out mechanism involved. It leads to improve the
destruct and operational margin in regard with the product
operational specifications.

ALT is suitable for finding well-understood failure mech-
anisms. It is used for determining the reliability of a product in
a short period of time (usually weeks or months) by acceler-
ating the use environment. It is usually performed on simple
materials or components rather than a full system and is often
used to characterize wear-out mechanism [4–6]. Instead of
stepping up to failure, a level for which the product will
survive at is picked (within relevant failure area) and a test is
run at this level until failure. The characterization of the wear-
out mechanisms assures that it occurs outside customer
expectations and outside the warranty period.

DoE is an engineering technique used for performing
experiments over a short time. It is used to cover an exper-
imental domain with a number of optimized tests, which
depends on the desired accuracy of the results [7–9].

In some fields like aerospace, analysis and testing process-
es of prototype using accelerated life test approach are quite
common [10]. In the case of railway transportation systems,
testing processes of prototype very early in the design phase is
quite new. This is due to the recent French market contracts
between railway operators and rolling stock suppliers which
clearly stipulate the service reliability required and the finan-
cial penalties if the desired reliability is not attained. These
financial penalties are greater even though the design time has
become shorter (i.e., 3 years for a new rolling stock system).
During the study phase, each sub-system of the rolling stock
must be designed, prototyped, tested, and validated.

The passenger access sub-system with its moving steps
and door, which is used as illustrative example, follows the
same process. This system is developed by a subcontractor,
under specifications established by a train constructor
(Bombardier Transport in the present case). It is then tested
and integrated into the rolling stock fleet before delivery to
the customer. The passenger access system is one of the
most critical sub-systems of a rolling stock from the stand-
point of reliability because it is responsible for 30 to 40 % of
the failures during commercial use. As part of its continual
improvement process, Bombardier has accepted the chal-
lenge of developing a new methodology in the field of
railway engineering in order to increase the system’s reli-
ability much more rapidly (reliability growth), thus reducing
drastically the number of failures in commercial use [11].

The methodology for testing the passenger access system
presented in this article seeks to provide a partial response to

the problem of reliability growth of this latter. It intends to
minimize the risk that the passenger access will not meet its
reliability goals in commercial use. This testing process is
executed very early in the design phase. It starts with the
delivery of the first prototype by the subcontractor and is
completed at the beginning of the commercial operations
phase. It is based on DoE and data analysis to reach reli-
ability growth of the passenger access. Although HALT and
ALT methods are source of inspiration for this research
work, we cannot claim having used these latter strictly
speaking. Indeed it was impossible to verify all the assump-
tions for applying these methods strictly because of indus-
trial costs (only one passenger access for testing) and
industrial timing constraints.

2 DoE for failure testing

The target of HALT is not to determine the life of the
product but to make the product reliable as possible. In fact,
it is used to determine the technological limit of the product
[12]. It consists in moving upper and lower destruct limits
away from product operational specifications limits leading
thus to increase the operating margin of this latter as illus-
trated Fig. 1 and published by Charki et al. [2].

On the other hand, the target of ALT is to determine the
life of the product which is very important for mechanical
items which wear over time. The design of ALT tests
requires determining length of test, number of samples, goal
of test, confidence desired, accuracy desired, cost, accelera-
tion factor based either on existing models (Arrhenius, Cof-
fin–Manson, Norris–Lanzberg), or determined by
experimentation which implies lots of samples and time
[13–16]. When the acceleration factor is difficult to deter-
mine (it is the case for products that are ordinarily not in
continuous use), a way to determine the acceleration factor
is to accelerate the product use rate. To illustrate this point of
view, Pascual et al. takes the example of a bearing for a

Fig. 1 Determination of the operating limits of the product issued
from Charki et al. [2]
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washing machine agitator designed for a 12-year median life
with a use assumption of eight loads per week [12]. If the
machine is tested at 112 loads/week, i.e., 16/day, the median
life is thus reduced to 10 months. Nelson points out that
failure of bearing can be accelerated by running them at
three or more times the normal speed [17].

The DoE method is also crucial to performing experi-
ments over a short time. The definition of an experimental
design is to cover an experimental domain with a number of
optimized tests, which depends on the desired accuracy of
the results. The problem is choosing the type of DoE that is
appropriate for the application [18]. Facing with a new
complex system (e.g., a passenger access sub-system, with
its moving steps and door), using a DoE exploratory ap-
proach may be envisaged. Then given the large number of
factors and maybe the large number of levels per factor, the
industrial experimentation for screening may be performed
using the optimal design concept [19].

The optimality theory in DoE is historically based on a
linear model (e.g., regression and variance analyses) and
begins with work of Kiefer, Wynn, and Gauchi, as cited in
Fedorov [20] and Gauchi [21]. A D-optimal design experi-
ment with N experiments, where D letter is used to denote
determinant, minimizes the determinant of the variance ma-
trix. Factor heterogeneity, including the quantitative and
qualitative variables, does not lead to use orthogonal designs
or centered composite designs. However, these two catego-
ries of DoE require a very large number of tests (see
Table 1).

For the DoE choice, the most appropriate solution is to
choose optimal designs, especially the D-optimal design,
which is the DoE currently used in industry. The other kinds
of DoE, which have specific applications (e.g., for mixture
designs in chemistry), have been not considered for this
paper. The heterogeneity of factors in this paper requires
the use of algorithmic methods to define the best possible
experimental design for the experimental domain. Thus, for
our analysis, we used the algorithm associated with software
SAS-JMP: Bayesian D-optimal coordinate exchange [22].
The futures of the passenger access system are the

following: The system is not in continuous use and is event
driven. The door with its moving steps is opened if and only
if there is a passenger that pushes the button. The closing
only happens if there was previously an opening cycle. The
system is greatly stressed over its life cycle: pushing of the
passengers on the closed door, obstruction to closing, vibra-
tion, shocks, vandalism, dust, humidity, and temperature
changing… All of these factors may have an impact on the
reliability. A sensitivity analysis based on design of experi-
ments for failure testing seems to be a first approach for
operational margin improvement process. The proposed
methodology based on DoE aims to test the robustness of
the passenger access system under operating conditions as
close to the real service conditions as possible. In this first
DoE approach, the target of the experiments is to accelerate
the frequency of the use of this event-driven system and to
act on some operating conditions for constructing robust
design of the passenger access. The acceleration factor can
thus be expressed as a ratio of the number of cycles executed
during tests divided by the average door cycles to be theo-
retically executed per year.

3 Exploratory experimental process of a passenger

access system

Notations and terms used in this text:

1. The passenger access system is composed of three sub-
systems: a door, a gap bridge, and a movable step.

2. A sub-system contains a set of elementary components.
3. An experimental factor is a specific entry variable in the

DoE and corresponds to the actions to be simulated in a
system stress test (except when specifically mentioned,
the word factor will be used instead of experimental

factor).
4. A cycle is composed of the opening of passenger access

system, followed immediately by the closing of said
system.

5. A test is composed of a specific number of cycles.

Table 1 Comparison of the number of trials according to Goupy and Creighton [18]

Design type Calculation formula Example for the

number of trials withk is the number of factors investigated

k05

q describes the size of the fraction of

the full factorial used

q01

Full factorial 2k 32

Centered composite 2k−q+nstarpoint+ncenter point 16+16+10042

Fractional factorial (requires 2q trials

less than a full factorial)

2k−q 16

D-optimal ≥ (k+1) 6
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6. An experimental campaign is defined by the type of
investigation applied to the system and by the experi-
mental goal.

7. An experimental design, which is the result of a design
of experiment, includes the number of tests performed
during the experimental campaign and the modality of
the factors applied during each test.

8. An experimental process is a sequence of experimental
designs for a given system.

The passenger access system is composed of three sub-
systems: a door, a gap bridge, and a movable step (Fig. 2).
These three sub-systems are considered independent, for
two reasons, one mechanical, and one electronic:

– Mechanical—the three sub-systems are all integrated
into a rigid frame and do not interact mechanically.

– Electronic—the three sub-systems are controlled by the
same electronic control unit, which has not been con-
sidered in this study.

The procedure used to study this system has four main
phases (several loops may be present):

1. Definition of the experimental domain (phase ϕ1): A
factor taxonomy is first suggested, each experimental
factor class being defined exhaustively. Measurement
variables are also determined which is useful in the
perspective of the experimental environment design/
building, including the test bench.

2. Definition of the chronology of DoE (ϕ2): For each
experimental step, the possible factor and variable sets
are defined and then the DoE (for each DoE, the test
chronology may be optimized).

3. Design and building of the test bench (ϕ3): The main
elements to be defined and implemented are the me-
chanical structure, actuators, programmable logic con-
trollers, and measurement devices.

4. Data collection (ϕ4): This last stage yields data sets
including signals with quantitative (e.g., position,
speed, current) or qualitative scales (e.g., on/off
indicator).

3.1 Experimental domain definition

The first step is to specify the experimental domain, which
is defined by all areas of variation of the factors making up
the DoE [23].

The first task is to list stresses that may act on the passenger
access system. To do this, we organized several brainstorming
sessions with expert engineers to see the problems that the
passenger access system experienced, which led to an exhaus-
tive list of the identified stresses. This list was then translated
into factors and parameters for the testing process.

This list of stresses can be divided into four main
categories:

– The first category, external factors, defines factors act-
ing on the passenger access system during its operating
phase, for example, super-elevation of the train, the
weight of the passengers on the train, the weight of
passengers climbing on/getting off the movable step,
passengers who push on the closed door, pressure
waves, shocks, and obstacles (e.g., vandalism).

– The second category, interfacing factors, concerns all
the factors due to the interface between the passenger
access system and the train. The passenger access sys-
tem is fixed to a welded metal structure, which has a
limited number of manufacturing tolerances that may
act upon the features of the passenger access system
with respect to the specification sheets.

– The third category, settings factors, refers to all the
internal settings of the passenger access system. We
assumed that, although a system can be adjusted during
the assembly or maintenance phases, the adjustment is
likely to be lost during the system's operational phase
(e.g., positioning of limit switches, adjustment of belt
tension, adjustment of mechanical part). It is therefore
necessary to study the influence that can have these
settings on the passenger access system's performance.

– The fourth category, climatic factors, deals with envi-
ronmental factors. Since the trains operate in moderate
climate, these factors have a minor influence and are not
all considered, apart from the effect of rain, dust, and
various washing products.

The experimental domain that was defined in first step
highlights three major difficulties. First, the experimental
domain consists of a total of more than ten factors. During
the testing period, it is desirable to analyze the direct influ-
ence of factors, but also the influence of interactions be-
tween factors. Ultimately, this leads to a very large
experimental domain that is difficult to cover in a reasonable
number of tests. Second, the system consists of three sub-
systems that are mechanically independent due to design
choices. This independence makes the experimental domain
complex because the factors must be applied specifically toFig. 2 The passenger access system
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the individual sub-systems and not to all the sub-systems
simultaneously. For example, when the movable steps are
deployed, the weight of passengers on the steps will not
have a simultaneous interaction with the force applied by the
passengers pushing on the door. The last difficulty lies in the
nature of the experimental domain. The set of factors con-
tains quantitative factors (e.g., the super elevation of railway
is a quantitative factor ranging from −α to +α angular
degree) and qualitative factors (e.g., the presence of an
obstacle when closing the door may take only two levels:
the presence or absence of obstacle).

Taking all these constraints into account makes the ex-
perimental domain very complex and requires a specific
approach, which is explained in the section below.

3.2 Inter- and intra-experimental design chronologies

The question of the length of the experimental period is
crucial. Given the large experimental domain described
above, it is not realistic to try to take all the factors simulta-
neously into account due to industrial timing constraints. In
fact, out of the 3 years of development, the design and con-
struction of a basic prototype on average take a year and a half.
The time for completing the reliability and robustness testing
of the prototype is thus reduced to a year and a half, which
includes the time for integrating the prototype on the test
bench, the time for running the tests, and the time required
to analyze the failures and to take corrective action for both the
prototype and the test bench (it is worth to note that the
experimental environment is complex because it contains
actuators that perform perturbing actions on the door system).

Therefore, it was decided to define an experimental meth-
odology (Fig. 3) that includes four successive test cam-
paigns, each with a specific goal. The three first
campaigns focused on the early failures of the passenger
access system and correspond to a reliability growth pro-
gram. The last campaign focused on validating the robust-
ness and the global reliability of the passenger access
system. The proposed methodology can thus be broken

down into four activities: DoE-1 test campaign (A1, focus
on the door only), DoE-2 test campaign (A2, focus on both
door and gaps) for reliability growth, DoE-3 test campaign
for robustness validation (A3, focus on both door and gaps),
and DoE-4 test campaign for global reliability validation
(A4, focus on both door and gaps).

The evolution of the growth of reliability is shown in the
succession of prototype versions at the output of each Ai
activity, i.e., improved, mature, series, and validated series
prototype. The output of the experimental method is a robust
series prototype, as well as the identification of the most
influential factors for the passenger access system during its
life cycle. The results presented in this paper concerns the data
analysis of the first DoE test campaign, i.e., DoE-1.

3.2.1 Design of experiments

Among the various types of existing DoE, it was decided to
use D-optimal principle because of the complexity of the
experimental domain, which had a lot of factor types and
constraints [21]. As stated above, the DoE was performed
using the D-optimal criterion. However, we used several
simplifying assumptions:

– Assumption 1: The experimental domain was divided
into three distinct experimental domains because the
three sub-systems (i.e., the door, the gap bridge and
the movable step) of the passenger access system are
mechanically independent.

– Assumption 2: Strictly, using DoE involves using a new
passenger access system for each test, which is not
feasible/realistic due to budgetary constraints. In this
study, the number of cycles performed during each test
is far less than the number of cycles that the door and
the two steps may perform over their whole life cycle.

– Assumption 3: The reliability of the tests is sufficient to
avoid having to use DoE with a replicate.

– Assumption 4: The interfacing factors representing the
vehicle structure are not feasible within the context of

Fig. 3 DoE for the robustness
and the reliability growth of the
passenger access system
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this study. It would be too restrictive and too expensive
to provide a set of interchangeable structures to repre-
sent all the possible configurations. We therefore chose
a “worst case” in terms of manufacturing tolerances for
the vehicle structure.

3.2.2 Reducing the experimental domain

The best way to decrease the number of tests is to act directly
on the factors. The dimension of an experimental matrix
depends only on the number of factors being considered. Since
the passenger access system is considered as three independent
sub-systems, the number of factors is divided by 3. However,
these three sub-systems can have common factors whose par-
ticularity is that they can be applied in a same way to the whole
passenger access system and not to one sub-system. In order to
decrease the number of tests, we then decided to reduce the
analysis to the common and independent factors in each sub-
system. If all the factors of each sub-system are in equal
number and in equal nature, one DoE per campaign is needed
to cover the behavior of the whole passenger access system.

3.2.3 Optimizing the test sequences

The sequence of the tests is randomly generated by the DoE.
For this case, it must be optimized to save time in the experi-
ments. Each transfer from test i to test i+1 requires setting a
new configuration of factors. Some factors require more time
to set than others (e.g., the transition from a super elevation of
−α to +α angular degree requires 2 min to adjust while
passing a belt tension from a minimum value to a maximum
value takes 30 min to adjust). Choosing an appropriate se-
quence of tests helps to drastically reduce the adjustment time
between tests and thus improves the overall time of test
campaigns. Therefore, test sequences were randomly generat-
ed by DoE and were optimized using an algorithm that sched-
ules the tests according to the time of adjustment and
maintenance operations on the passenger access system. Let
us consider the DoE-1 example (for confidential reasons,
some factor levels may not be indicated).

From a preliminary study involving reliability and pro-
duction engineers, the experimental domain is composed of
U05 factors:

– X1, the super elevation (cant) of the railway
– X2, the shocks on the door
– X3, the obstacles in the door
– X4, the vertical loading of passengers
– X5, the pushing of the passengers on the door

The factor set containing quantitative and qualitative
scale factors, thus each one with two levels at least, the total
number of experimental adjustments (trials) is large (more

than 25 for a full-factorial design). Thanks to D-optimal
option of software SAS-JMP, the DoE-1 sets the number
of trials equal to I029 trials (24 trials recommended by
SAS-JMP plus five trials situated in the center of the factor
region to improve the experimental design precision).

A trial is a factor-level combination, labeled (α,β,χ,δ,ε),
which are the five elements corresponding to the levels of
the U05 factors. The number of cycles of door opening and
closing is limited to D0160 cycles per trial in order to
respect the imposed industrial timing plan. Table 2 presents
the trial sequence initially proposed by SAS-JMP [20], and
Table 3 reports the results of the optimization process ap-
plied to this initial sequence.

Shocks and obstacles stresses applied at each cycle can
theoretically lead to the degradation of the door being tested
because technological limits are reached in this “systematical-
ly” case. To reproduce on the testing bench the commercial
use conditions—it is a fact that shocks and obstacles occur on
a randomly way during commercial use—it was decided to
adopt a pseudo-random approach for the generation of shocks
and obstacles stresses. Thus, for a given quintuplet of factor
levels, the experimental protocol is conducted so that all the
cycles are not disturbed: only one cycle out of every 10 for the
obstacles (cycles 10, 20, 30,…) and one cycle out of every 20
for the shocks is disturbed (cycles 20, 40, 60,…) resulting in a
double “impact and obstacle” disturbance only for cycles 20,
40, 60, 80, 100, 120, 140, and 160.

The door obstacles are performed when the relative door
position equals 1 m (i.e., mid-point between fully closed
(the distance between the two door leaves is 0 m) and fully
open (the distance between the two door leaves is 2 m)). The
door impacts are performed when the door is either fully
open or fully closed, as follows: cycle 20, right leaf when
the door is closed; cycle 40, left leaf when the door is open;
cycle 60, left leaf when the door is closed; cycle 80, right
leaf when the door is open; and so on up to cycle 160.

3.2.4 Success criteria

The goal of the DoE-1 and DoE-2 campaigns is to detect
significant failures according to the reliability growth pro-
gram. Therefore, any time the test campaign is stopped due
to the failure of the unit being tested can be seen as a
success, except for a deficiency of the test bench, of course.
When D cycle test sequences are fully completed, it can be
considered as a success. If a failure occurs before the end of
the D cycles, it is then necessary to analyze the failure and to
repair it in order to complete the remaining test sequences.

The goal of DoE-3 is to examine the failure due to the
worst stress case, i.e., the most influencing factors previous-
ly identified, and the goal of DoE-4 is to validate the
robustness and reliability of the unit. Thus, any fully com-
pleted D cycle test sequence is declared a success. In other
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words, there should not be any more significant system
failures during the DoE-4 test campaign since the sub-
system being tested has been improved and revised during
the three previous campaigns.

The experimental methodology requires several experimen-
tal designs. Yet, only the first experimental design has been
completed and the recorded data analyzed. For this reason, only
the data analysis of DoE-1 is presented in this paper. Our goal
was to suggest a very first data analysis procedure in which the
initial time database is summarized as little as possible.

3.3 Test bench design

The test bench must be able to reproduce simultaneously all
the mechanical, internal, and environmental stresses encoun-
tered by the passenger access systemwhile it is operating [24].
The test bench must also be able to reproduce the same

mechanical interfaces between the passenger access system
and the train. These aspects led us to choose a scale 1:1 test
bench in which the system is integrated into a metallic struc-
ture representing the train, as shown in Fig. 4. This structure is
also subjected to the action of several jacks to simulate the
various stresses. The failures detected during the tests high-
light the “weaknesses” of the system, and adjustments follow-
ing the failures make the system more robust and thus more
viable at least in the first part of its life cycle.

3.3.1 Description of the test bench

The test bench can be broken down into five sub-parts (Fig. 4):

– The passenger access system, which is composed of
three independent mechanical sub-systems and the as-
sociated control equipment

Table 2 SAS-JMP software
experimental matrix: the initial
trial sequence. Li represents the
value of the factor for the current
DoE (the real values of Li cannot
be published for reasons of
confidentiality)

SAS-JMP

sequence

of trials

X1 X2 X3 X4 X5

Super elevation

of the railway

Shocks on

the door

Obstacles in

the door

Vertical loading

of passengers

Pushing of the

passengers

on the door

1 L3 L1 L1 L2 L3

2 L3 L1 L2 L2 L1

3 L3 L1 L2 L1 L3

4 L3 L3 L2 L1 L1

5 L1 L3 L2 L2 L1

6 L1 L1 L1 L2 L1

7 L1 L1 L2 L1 L1

8 L1 L3 L1 L1 L1

9 L1 L1 L1 L1 L3

10 L2 L1 L2 L1 L1

11 L2 L3 L2 L2 L1

12 L1 L2 L2 L3 L2

13 L3 L1 L1 L1 L1

14 L1 L3 L1 L2 L3

15 L2 L2 L2 L3 L2

16 L1 L1 L2 L2 L3

17 L3 L3 L1 L2 L1

18 L2 L2 L1 L3 L2

19 L1 L3 L2 L1 L3

20 L1 L2 L1 L3 L2

21 L2 L1 L1 L2 L1

22 L2 L1 L1 L1 L3

23 L2 L3 L1 L1 L1

24 L3 L2 L1 L3 L2

25 L2 L3 L2 L1 L3

26 L2 L1 L2 L2 L3

27 L3 L3 L1 L1 L3

28 L3 L3 L2 L2 L3

29 L2 L3 L1 L2 L3
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– The structure representing the train in which the passen-
ger access system operates in a worst-case configuration

– The frame of the test bench and its actuators, which
includes the different electro-mechanical and electro-
pneumatic devices used to evaluate the unit being tested

– The controller, which controls all the actuators
– The control and acquisition unit, which controls the unit

being tested, synchronizes the different test bench
actuators, and centralizes data produced by the sensors
placed on the passenger access system and on the test
bench itself

3.3.2 Monitoring the unit being tested

The stresses applied during experiments can theoretically
lead to the degradation of the unit being tested, thus making
the unit inoperable because the technological limits have
been reached. This inoperability can be tolerated in an

elementary component but not for the complete system.
Therefore, the test bench has been equipped with strain
gauges that check if the system being tested is still working
in the elastic range or if the elastic limits have been
exceeded (i.e., finite element calculations). If the elastic
limits have been exceeded, the test bench is immediately
stopped, and this is considered as a system design failure.

3.3.3 Measured and computed variables

For the door, the main variables are the following:

– Y1, relative position signal (i.e., the distance between the
two leaves, which is between 0 and 2 m) given by the
train door's control unit with a sampling rate of 10 Hz

– Y2, relative door speed signal, here calculated from a
smoothing procedure and derivation computation, used
with the position signal, which should run between 0
and about 0.8 m/s

Table 3 Experimental matrix that resulted from applying the optimization process to the initial trial sequence (grey zones model the new trial
concatenation to reduce the adjustment time between tests and thus to improve the overall time of test campaigns)

Optimized 

sequence of trials

X1

Super elevation 

of the railway

X2

Shocks 

on the door

X3

Obstacles

in the door

X4

Vertical loading 

of passengers

X5

Pushing 

of the passengers

on the door

4 L3 L1 L2 L3 L1

5 L1 L2 L2 L3 L1

11 L2 L2 L2 L3 L1

28 L3 L2 L2 L3 L3

19 L1 L1 L2 L3 L3

25 L2 L1 L2 L3 L3

27 L3 L1 L1 L3 L3

8 L1 L1 L1 L3 L1

23 L2 L1 L1 L3 L1

17 L3 L2 L1 L3 L1

14 L1 L2 L1 L3 L3

29 L2 L2 L1 L3 L3

15 L2 L3 L2 L2 L2

12 L1 L3 L2 L2 L2

20 L1 L3 L1 L2 L2

18 L2 L3 L1 L2 L2

24 L3 L3 L1 L2 L2

2 L3 L2 L2 L1 L1

7 L1 L1 L2 L1 L1

10 L2 L1 L2 L1 L1

3 L3 L1 L2 L1 L3

16 L1 L2 L2 L1 L3

26 L2 L2 L2 L1 L3

1 L3 L2 L1 L1 L3

6 L1 L2 L1 L1 L1

21 L2 L2 L1 L1 L1

13 L3 L1 L1 L1 L1

9 L1 L1 L1 L1 L3

22 L2 L1 L1 L1 L3
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– Y3, motor current signal, given by the train door's con-
trol unit with a sampling rate of 10 Hz, which should
run between 0 and 15 A

– Y4, door closed signal, produced by the train door’s
limit switch with a sampling rate of 100 kHz (response
time of the limit switch is between 30 and 100 ms),
which makes it possible to give the opening and closing
instants

For each trial, these variables yield a multidimensional
signal (MS) with heterogeneous components, with some
being quantitative and some being qualitative. Given the
presence of several experimental designs, each one yielding
many MS, maybe with doubtful data pieces, results cannot
be reached using a single step.

4 Exploratory statistical analysis of a passenger access

system

In the following text, to facilitate comprehension, we have
used the following notational system:

– An outlined letter designates a set (e.g., \set );
– An uppercase letter designates the set size (e.g., E00

card( )), where card is the cardinality function
– A boldface letter designates either a vector or a matrix

(e.g., x0(x1, x2, x3)′ or X0x×x′).
– Element (of a set, a vector, …) and the number of ele-

ments will be noted using the same letter, with lower and
upper characters respectively, such as with i01, 2, …I.

Given these basic notations, ¼ Xu; u ¼ 1; . . . ;Uf g and
¼ Yv; v ¼ 1; . . . ;Vf g , are, respectively, the initial factor

set (i.e., independent variables; even though time is a
factor when time data is present, time will be not considered
as belonging toU) and the initial variable set (i.e., dependent
variables). In our case, the dependent variables yield multi-
dimensional raw signals with V components.

Yet, only DoE-1 data are available, the settings, program-
ming of control/acquisition unit, and data collecting have
lasted for about 6 months. The procedure used to analyze the
collected data has five main phases [25]:

1. Data characterization (φ1): The initial time data sets are
changed into new ones, the latter being more or less
large, i.e., summarizing indicators (arithmetic mean,
standard deviation, root mean square, extreme value,
spectral analysis coefficient) are computed for the whole
signal or specific time windows. These indicators be-
come the analysis variables.

2. Data coding (φ2): The values are transformed so that
they are homogeneous in a multivariate analysis per-
spective (e.g., principal component analysis or hierar-
chical clustering method [25]) or so that a scale model
matches the requiring input scale model of a specific
method (e.g., quantitative values changed into order
values for some nonparametric tests).

3. Data organization (φ3): The data sets are organized into
a series of two-entry tables. The rows correspond to the
experimental situations and the columns to the variables
(i.e., time variables or indicators) and the factors (i.e.,
experimental and time factors).

4. Data table study (φ4): During this stage, the data tables
are analyzed in order to find relationships between the
variables and/or between the factors and the variables.

5. Results presentation (φ5): The results are summarized
using one to three of the usual model forms, namely
verbal (e.g., a text that states the most influent factors),
mathematical (e.g., a regression model), and graphical

(e.g., variable vs. factor plot, box plot). These models
must be used so that φ4 outputs are understandable for
non expert of methods employed in φ4.

In the section below, the sequence (φ1, φ2, φ3, φ4, φ5)
will be named data analysis path (DAP), where each phase
requires one or more specific methods. A priori, many DAP

Fig. 4 The developed test
bench for passenger access
system reliability growth
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are available; for instance, one can imagine a taxonomic
dimension with two classes: descriptive vs. inferential sta-
tistics DAP.

The results presented in this paper concern the door sub-
system (activity A1 of Fig. 3). In the following, the generic
value of the measurement variable will be labeled ,
where the subscripts before the comma designate the empiri-
cal situations and the subscripts after the comma are used to
designate the variables. For instance, the generic value of a
time variable is labeled yij,v (remember that i corresponds to a
specific combination of the five factors; i(i01,…, I029) is
used instead of the quintuplet (α,β,χ,δ,ε) in order to simplify
the notation, and j corresponds to the time sample). From the
perspective of an exploratory data analysis, a first DAPwill be
used to mine the data (DAP I), and then a second DAP will be
used in order to show the influence of the factors (DAP II).

4.1 First data analysis path (DAP I): data mining

The DAP I purpose is to mine the data. Thus, we will try to
find if a malfunction is possible for the three trials that
stopped before D0160 cycles: For trials 9, 11, and 15, the
number of cycles is 138, 158, and 156, respectively; thus,
the total number of cycles is not I×D04,640 butDT04,640−
(22+2+4)04,612. In the next section, the number of door
opening/closing cycles per trial i will be named Di.

4.1.1 Data characterization

Although the database is rather large and complex, the MS
must not be summarized too much. Each of the I029 trials is
an execution of a MS with V03 components (position, speed,
and motor current for the door); each component is obtained
for a chronology of Di door opening/closing cycles, with the
time distance between two samples j and j+1 being 0.1 s.
Thus, for a very first analysis, let us characterize the behavior
of each time variable v (v01,…, V03) during each door cycle
d (d01, …, Di) with its magnitude histogram.

Given the high value of the total number of cycles (DT0
4,612) and the desire to find main trends for this DAP I,
only S05 space windows are considered at first (labeled
with an indicator running from 1 to 5, where labels 1 and
5 correspond to windows containing the lowest and highest
values, respectively). Thus, this characterization step yields
fid,vs as generic value (i.e., the frequency within a space
window s for the variable v obtained for the cycle d of the
trial i).

To illustrate this data characterization stage, let us focus
on the position and current variables (v01 and v03) for i01
and d01. Figure 5a, b shows the corresponding data char-
acterizing stage inputs. Magnitude histogram analysis playing
a main role in the space windowing-based characterization,
Fig. 5c, d displays the two corresponding histograms. To line

out the possible presence of outliers, the two magnitude histo-
grams obtained from all time sample for the 29 trials are worth
to be visualized. The two overall magnitude histograms,
Fig. 5e, f, highlight that there are overlarge values for the
motor current, but the frequency of such a behavior is rather
low. Consequently, in an exploratory multivariate analysis
context, using a space windowing can be seen as a good
starting point, more particularly better than using usual indi-
cators such as the arithmetic mean or the RMS value. With the
two time data sets displayed Fig. 5a, b, the two frequency
output sets are 11,10{30, 16, 15, 16, 23} for the position
signal and 11,30{63, 22, 9, 5, 1} for the motor current
signal.

4.1.2 Data coding

Each generic data set id,v (i01, …, 25; d01,…,Di; v0
1, …, V03) contains only frequency data. Thus, this data
coding phase is not required for a multivariate analysis (in-
stead of having three different units of measurements —

meters, meters per second, and ampere—only one unit is still
present—percentage).

4.1.3 Data organization

The frequency values are organized in a two-entry table, a
row r corresponding to an empirical situation, i.e., a pair (i,
d), and a column c corresponding to a system state, i.e., a
pair (v,s). This data organization stage yields a main table F1
with R0DT04,612 rows and C0V×S03×5015 columns.
Due to the presence of the space windowing, the sum across
columns for any row is

X

V¼3

v¼1

X

S¼5

s¼1

fid; vs ¼ fid; �� ¼ V � 100 ð1Þ

The frequency values are in percentages and a point
means a sum over the corresponding subscript.

4.1.4 Data table analysis

Table F1 may be analyzed using multiple correspondence
analysis (MCA) [26]. Unlike principal component analy-
sis (PCA), in MCA, the distance between two rows and
the distance between two columns are based on the same
metric (i.e., the chi-squared (χ2) metric). With our data,
the distance between two row points within the space

R15 is:

d2 r; r0ð Þ ¼ d2 i; dð Þ; i0; d0ð Þð Þ

¼
X

V¼3

v¼1

X

S¼5

s¼1

1

f � �; vs

fid;vs

fid;��
�

fi0d0;vs

fi0d0;��

� �2

ð2Þ
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The distance between two column points within the
space 4612 is:

d2 c; c0ð Þ ¼ d2 v; sð Þ; v0; s0ð Þð Þ

¼
X

I¼15

i¼1

X

Di

d¼1

1

fid; ��

fid;vs

f��;vs

�
fid;v0s0

f��;v0s0

� �2

ð3Þ

Figure 6 presents some of the graphical outputs that
can be drawn for MCA of F1.

Figure 6a, which explains about 84 % of the total inertia,
shows that the main distinction between the cycles come
from the space windows 1 and 2 of the door motor current
(windows labeled c1 and c2) and space windows 3 for the
door position and speed (labeled p3 and s3). The main roles
played by these four space windows are first due to the
obstacle effect (Fig. 6b).

For instance, let us have a look at trial 1 cycles: There are
cycles 10, 20, 30, … in the positive side of axis 2 and other

cycles on the negative side (Fig. 6c). Given the relative
positions of these two kinds of cycles and the top position
of p3 and s3 (Fig. 6a), cycles 10, 20, 30, … should present
higher frequency values for p3 and s3. This is consistent
with the values given in Table 4 (the same conclusion can be
drawn for trial 2) and the way impacts are performed, i.e.,
when the door is in an intermediate position (p3 space
window).

Given these intra-trial differences outlined by axis 2, axis
1 rather shows inter-trial differences instead. For instance,
given the overall position of trials 1 and 2 (Fig. 6c) and
space windows c1 and c2 (Fig. 6a), trial 1 should have
higher-frequency values for c1 and lower values for c2.
Table 4 confirms this. The values are consistent with the
experimental design adjustment: The main difference be-
tween trials 1 and 2 is that the vertical loading of passengers
is much higher in trial 2 than in trial 1, involving a larger
motor current to move the door.

Fig. 5 Example of signals (a,
b) and magnitude histograms
for the door position and door
motor current (c, d) for the
cycle d01 with the trial i01
(i.e., from about 70 time
samples at 10 Hz). The bottom
figures (e, f) show the
magnitude histograms
computed for all the time
samples of all the cycles of all
the trials (i.e., from about
400,000 points)
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MCA also allows to highlight outliers. This is the case of
the first cycle of trial 13 during which the set of factor levels
do not permit the closing of the door within 3.5 s. In fact, the
door control unit (DCU) operations are based on a learning
feedback from the previous cycles. For this reason, only the
first cycle is mainly impacted (Fig. 6d).

Finally, let us consider trial 9, which stopped at cycle 138
(instead of 160). For this trial, the experimental design and
protocol settings did not planned impact that is why there is
no outlier for green points of Fig. 6d (trial 9). If Figure 6d
shows that intra-trial differences are rather low for trial 9
(thus consistent with input reference), the relative positions
of the corresponding cycle points do not show any trend
allowing to explain why this trial 9 has stopped at cycle 138

instead of cycle 160. In this case, a posteriori data checking
showed that the malfunction was due to a brutal loss of
communication between DCU and the test bench. So, even
though 160 cycles were performed, only 136 cycles were
recorded, thus the problem is not due to mechanics but to
informatics.

4.1.5 Results presentation

In a data mining perspective, we consider that MCA output,
with Fig. 6 as an output subpart (this figure only considers
axes 1 and 2 but there are next main axes), can be seen as a
good result presentation way. Even through this figure is
complex, intra- and inter-individual trial differences can be
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Fig. 6 MCA output of table
F14,612×15 with one and two
main axes. a Projection of the
V×S03×5015 column points
(for each variable v, the S05
space windows are linked in
increasing order. b Schematic
presentation of the 4,612 row
point positions, yielding two
main clusters and some points
between these two clusters. c
Projection of the 160+160 door
opening/closing cycles
corresponding to trials 1 (in
blue) and 2 (in red). d
Projection of the 138+
160 cycles corresponding to
trials 9 (in green) and 13 (in
gray). For subplots c and d, “1”
indicates the first cycle of the
corresponding trial

Table 4 Example of frequency values to show some differences highlighted by MCA for F1 (approximations may yield total slightly different
from 100 %)

Situation Position Speed Current

Trial Cycle p1 p2 p3 p4 p5 Total s1 s2 s3 s4 s5 Total c1 c2 c3 c4 c5 Total

1 1 30 16 15 16 23 100 21 20 20 18 21 100 63 22 9 5 1 100

1 10 15 7 60 7 12 100 9 11 63 7 10 100 64 16 8 6 6 100

2 1 30 15 17 15 23 100 22 21 16 19 22 100 17 60 11 8 4 100

2 10 14 8 61 6 11 100 10 12 61 7 10 100 45 29 8 10 8 100
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shown at a glance, as well as outliers. A careful MCA output
study yields when these outliers occur (which cycle of
which trial?) and where (which space window of which
MS component?). This long but essential data mining
DAP being performed, let us now consider a new DAP
where the main goal is to reach the experimental design
initial aim, i.e., to show factor effects.

4.2 Second data analysis path (DAP II): influence
of the factors

This second DAP will maintain both the multivariate and
descriptive contexts.

4.2.1 Data characterization

With the perspective to underscore nonlinear relational phe-
nomena and to reduce as less as possible information loss,
the space windowing concept will be maintained. Each trial
i that does not contain an impact or an obstacle is charac-
terized when averaging, for each space windows (s01, …,
S05) of each MS component v (v01,…, V03), the frequen-
cy values over the Di cycles it contains, using the following
equation:

f i�;vs ¼
1

Di

X

Di

d¼1

fid;vs ð4Þ

For the other trials with impacts and/or obstacles, the
corresponding cycles are removed before averaging since
they are highly disturbed. Thus, the data characterization
yields the generic set (i01,…, 29; v01,…, V03), each
set containing S05 frequency values.

4.2.2 Data coding

As with the previous DAP, this phase is not required since
all the values are homogeneous (frequencies).

4.2.3 Data organization

The frequency data are organized by generating a table F2
with R0I029 rows and C0V×S03×5015 columns. To
show how the factor influences can be highlighted, let us
consider two factors the super elevation with three levels
(−7°, 0°, and 7° levels) and the vertical loading of passen-
gers with 3 levels (zero, medium, and high; for confi-
dentiality reasons, the value are not indicated). The
corresponding data set can be organized by generating a
table F2′ with six rows, one for each level of each factor and
15 columns, in which each frequency row is obtained when
averaging over the trials that contain a given factor level.

To summarize, the data organization output is a set of
two-entry tables, the row corresponding to a trial (thus a
combination of the U05 factors) or a trial subset (thanks to
an averaging operation over the factors) and a column to a
(v, s) pair (thus a given space window of a given MS
component).

4.2.4 Data table analysis

To show the differences between the I029 trials and
where these differences come from (i.e., from which (v,s)
pairs), table F2 can be analyzed using MCA. In order to
show the super elevation and load influences, F2′ rows
can be considered as six supplementary row points. These
six points do not participate in the positioning of the main
axes [26].

Figure 7 gives the MCA output for axes 1 and 2. These
axes exhibit about 98 % of the total inertia. It is worth noting
that these two axes are mainly controlled by the motor
current space windows. For main axis 1, the motor current
windows that play a main role in distinguishing the I029
trials are c1 and c2, this in the following way: Trials with
motor current values mainly situated within window c1 are
situated on the left side, such as trials 1 or 27. On the
opposite side are the trials with motor current values mainly
situated within window c2, such as trials 19 or 22. This
distinction, shown by axis 1, is consistent with the way the
I029 trials are designed. For instance, a main distinction
between trial 1 (on the very left side) and trial 22 (on the
right side) is that the former is performed with a 0 level for
factor X5 (the pushing of passengers on the door), which is
not the case for trial 22.

The passengers' pushing is the stress that increases the
friction on the door system the most. To maintain the con-
tractual performance value (i.e., to maintain the opening/
closing time), the door control unit must increase the current
value to face up with the friction increase. Axis 2 allows us
to distinguish trials with higher values for the current (pres-
ence of c5 window), such as trial 17.

Once the main role played by the C0V×S015 columns
points and I015 row points have been established, it is now
possible to show the factor influence using the concept of
supplementary row point (with one point per factor level).
According to axis 1, the super elevation influence is dis-
played with rather large distances for points labeled “+7°”
(on the left side) and “0°” (near the crossing of the two axes)
and points “0°” and “−7°” (on the right side).

To summarize, given the multifactor and multivariate
aspects of the database (here with U05 factors and V03
variables), MCA allows to show:

– The most influenced variables and space windows (here
c1 and c2)
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– The most influent factors (here super elevation, for con-
fidentiality reasons all the factors are not considered)

– How such factors influence the variables (here moving
from −7° to +7° yields a current decrease from c2 to c1)

4.2.5 Results presentation

Characterizing phase output data being data frequency sets,
we suggest to consider figures showing such kind of values,
i.e., to show histograms. To compare a set of S05 frequen-
cies with a usual indicator, each histogram subplot will also
display indicator value. For instance, let us consider the
arithmetic mean and the root mean square (RMS). Figures 8
and 9 show the differences and/or similarities highlighted by
MCA more quantitatively.

Figure 8 shows histograms for three trials: two trials (1
and 19) that appear very separated according to axis 1 and
one trial (17) that had a top position according to axis 2 (see
Fig. 7). The nine subplots confirm that the main differences
are present for the motor current variable and for space
windows 1 and 2.

For instance, trial point 1 which has a very left position
(Fig. 7) should have motor current values more often within
the space window 1 (labeled c1, Fig. 7a). Right column of
Fig. 8 confirms this. The contrary stands for trial 19. Still
watching the Fig. 8 right column, it is worth noting that if
the three histograms are different, the three RMS values are
identical.

Figure 9 displays the super elevation and load factor
influences for the three MS components. The relative posi-
tions of the six level points according to axis 1 (see Fig. 7b)

show that the influence of the super elevation factor should
be much higher than the influence of the load factor, and
these influences should mainly present for the motor current
signal. Figure 9a, b confirms this.

In summary, given that the statistical entity is the trial and
the trial behavior entity is the space window frequency,
DAP II allows first to get inter-trial differences and where
these differences come from (i.e. which space window of
which MS component). Then, given the interesting possi-
bility for MCA to consider supplementary points, DAP II
allows to show the factor influences. These influences
appeared quite different from more usual indicators such
as the arithmetic mean or the RMS value. Let us now
examine the advantages and disadvantages of our explor-
atory approach for both designing experiments and analyz-
ing data.

5 Discussion

A given experimental design followed by the analysis of the
data produced must be seen as system analysis pair (DoE,
DAP), which requires many choices. The DoE literature often
considers (1) the number of factors, (2) their levels (both the
number and the scale), (3) the way the factor level combina-
tions (FLC) are considered, and (4) the factor influence mod-
els [27]. With less than four factors, less than three levels per
factor, with the same mathematical scale model for all factors
(e.g., a quantitative model), the DoE is rather simple, even
though many factor level combination sets may exist.

In all the other cases, the DoE problem involves many
choices that are rather difficult to justify. One of them is the

Fig. 7 MCA output of F229×15 with one and two main axes. a
Projections of the V×S03×5015 column points (for each variable v,
the S05 space windows are linked in the increasing order; the two
lozenge sizes indicate the point contribution in positioning axes 1 and
2); b projection of I029 row points with an active status and six row

points with passive status: three supplementary points for the super
elevation factor (levels are labeled −7°, 0°, and +7°, in large blue

symbols) and three supplementary points for passenger load factor
(levels are labeled Z for zero, M for medium, and H for high, in large

blue symbols)
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FLC chronology. With a single train door system (only one

due to its high cost and the length of time to obtain it), one
might think that performing I trials does not fulfill the
independence hypothesis, physically and statistically (as
with I test tubes with I FLC in a chemistry DoE). In the
same way, one might think that performing D cycles with
each trial i (i01,…,I), where all the cycles are non-identical,
does not fulfill the repeatability hypothesis, physically and
statistically.

In our case, we must acknowledge that intra- and inter-
trial chronology differences are somewhat higher than those
usually practiced. Since the system being studied is intrin-
sically based on the “opening/closing” cycle, each factor
level must be considered only in terms of the relationship
with such a cycle's existence. Let a be the basic cycle and b

the disturbed cycle. Several ways can be proposed to design
a trial. Briefly, let us consider k02 since the periodicity may
be either introduced or not introduced in the cycle sequence.
In the first case (k01), an elementary sequence could be
aaab or aabb, the four-cycle sequence being played T times
with 4×T0D. Thus, the generic sequence can be seen as
playing A times the cycle a and B times the cycle b with A0

3 and B01 in the first example and A02 and B02 in the
second example. The alternative (k02) is to introduce cycle
b randomly within the D cycles.

In this paper, the first solution (k01) was preferred in
order to have more control over the total duration of a trial
and to avoid too many disturbed cycles, with the possibility
of damaging the door. Given the total length of time to
complete an experimental design (3 weeks) and the duration
of a type a cycle (ta07.5 s) and the duration of a type b cycle
(tb may run from 8 s (for a cycle with only one shock) to
20 s (for a cycle with an obstacle that is present for 12 s)),
the total number of trials was adjusted to 29 trials (I029).
The length for each trial i was adjusted to 160 opening/
closing cycles (D0160), and the basic sequence was A09
times the cycle a and B01 times the cycle b: T0D/(A+B)0
16. Given our openness to criticism of our choices of I, D, A,
and B, the chronology of the 29 trials was finally adjusted in
order to minimize the maintenance duration from a trial i to
a trial i+1 (see Tables 3 and 4).

Many choices are also possible for the DAP, i.e., for the
phase quintuplet (φ1, φ2, φ3, φ4, φ5), this more particularly
due to the presence of time data with multivariate, cyclic, and
not stationary aspects. First of all, it is worth noting that an
inference approach is used in most cases, although there are
L02 two main statistical approaches: introducing a probabi-
listic model (l01) vs. not introduced such a model (l02). In
fact, as soon as the data collection step has been finished,
researchers (not only engineers, but also physicians or
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Fig. 8 Example of differences/resemblances pointed out by MCA (Fig. 7). Case of three trials: one situated on the very left of axis 1 (trial 1), one
situated on the very right of axis 1 (trial 19), and one situated on the top of axis 2 (trial 17)

15



-7°

0° 

7° 

F
 r

 e
 q

 u
 e

 n
 c

 y
  

(%
) 

0
1

0
2
0

3
0

4
0

5
0

*+

0
1

0
2
0

3
0

4
0

5
0

* + 0
1

0
2
0

3
0

4
0

5
0

*+

0
1

0
2
0

3
0

4
0

5
0

*+

0
1

0
2
0

3
0

4
0

5
0

* + 0
1

0
2
0

3
0

4
0

5
0

*+

0
1

0
2

0
3

0
4

0
5

0

+ 0
1

0
2

0
3

0
4

0
5

0

+ 0
1

0
2

0
3

0
4

0
5

0

+

Position (m) Speed (m/s) Motor current (A) 

0      2      4       6       8     20 0    0.4    0.8   1.2    1.6    2 -3    -0.6  -0.2   0.2   0.6     3

Z 

M 

H 

F
 r

 e
 q

 u
 e

 n
 c

 y
  

(%
) 

0
1

0
2
0

3
0

4
0

5
0

*+

0
1

0
2
0

3
0

4
0

5
0

* + 0
1

0
2
0

3
0

4
0

5
0

*+

0
1

0
2
0

3
0

4
0

5
0

*+

0
1

0
2
0

3
0

4
0

5
0

* + 0
1

0
2
0

3
0

4
0

5
0

*+

0
1

0
2

0
3

0
4

0
5

0

*+

0
1

0
2

0
3

0
4

0
5

0

+ 0
1

0
2

0
3

0
4

0
5

0

+

Position (m) Speed (m/s) Motor current (A) 

0      2      4       6      8     20 0    0.4     0.8   1.2   1.6    2 -3   -0.6  -0.2   0.2    0.6     3

a) Super elevation factor effect

b) Passenger load factor effect

Legend * Arithmetic mean value Root mean square value+
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psychologists) usually have a strong desire to assess the factor
influences very quickly on indicators computed globally for
each trial i (e.g., in our case, one can imagine cycle indicators
such as the root mean square value, maximum value or cycle
duration, and then with D cycles per trial, the D values are
averaged for a given trial i). Given the presence of MS and the
possibility of having doubtful data elements, because both the
test bench and the door system are new, we chose the descrip-
tive alternative (l02). In addition, to understand possible links
between the MS components, we chose the multidimensional
strategy within this descriptive alternative, instead of
performing a component-by-component analysis.

Then, many descriptive tactics are available. For in-
stance, due to the presence of cyclical data, the character-
ization phase (φ1) could have started using Fourier
description. However, this technique is much less descrip-
tive than a magnitude histogram description because Fourier
supposes a model based on a sinus curve. For this reason,
the magnitude histogram approach was used to characterize
each cycle. The number S of space windows was chosen as a
compromise between a low value, which simplifies the
multidimensional analysis but reduces much the information
loss inherent to changing from a continuous scale to an
ordinal scale, and a high value, which risks complicating
the analysis overmuch and may yield windows with very
low frequencies. Given this data characterization approach
and our multivariate analysis perspective, the scale homog-
enization phase (φ2) is not required any more (all data
pieces are relatives frequencies). Then the remaining DAP
(φ3, φ4, φ5) was continued using two ways, yielding DAPs
I and II. The first one was chosen essentially to show the
time influence but also for the possibility of highlighting
outliers: φ3, the data table building phase, yields a matrix
where the row corresponds to the cycle and the column to
the space window of each MS component.

The second one was chosen to show the differences
between the trials and also for the possibility to underscore
the factor influences: φ3 yields a two entry table where the
row is the trial (thus a set of cycles) which corresponds a
given combination (α,β,χ,δ,ε) for the five considered
factors.

Since it was necessary to show (1) the similarity/dissim-
ilarity between the statistical units (either cycles or trials),
(2) the connections between the MS components, and (3)
the relationships between the results for (1) and (2), phase
φ4 consisted in a matrix approximation procedure based on
singular value [28] decomposition instead of a classification
procedure, such as hierarchical clustering, since this tech-
nique mainly produces results either of type (1) or type (2).
Finally, given the presence of frequency data, the MCA [26]
was chosen instead of the usual PCA [25]. MCA output
being rather complex (1) series of row points and column
points projected onto planes spanned by main axes and (2)

series of tables that aid interpretation, a final phase (φ5) that
present results more simply was required.

DAP I made it possible to highlight the intra- and inter-trial
differences, which mainly came from space windows 1 and 2
for the current component and space window 3 for the position
and speed components. DAP II made it possible to highlight
the differences between trials only coming from the motor
current spacewindows. Because the role played by the position
and speed space windows for positioning the main axes was
lacking, a new MCA with more space windows (S increased
from 5 to 8) was performed. Again, the position and speed
space windows played nomajor role, confirming that, globally,
the system control “black box” was quite well designed: In
order to maintain the position and speed programs, the motor
current is increased due to the motor current being adapted
based on learning feedback from the previous cycles.

Finally, the last phase of DAP II allowed to show the
good performance of a space windowing-based characteriz-
ing method instead of usual characterizing method. For
instance, two histograms are different while two RMS val-
ues may be identical (see [25] for information comparison
for several time data characterizing techniques). If one must
acknowledge that histogram data analysis (e.g., with multi-
ple correspondence analysis) is much complex and longer
that standard indicator analysis (e.g., with analysis of vari-
ance), this approach much be seen as better starting point for
data mining, more particularly if both the test bench and the
train door systems are new.

6 Conclusion

The methodology described in this paper is based on an
experimental approach that uses design of experiments for
reliability growth and determination of the operating limits of
the passenger access system. The methodology’s innovation
comes mostly from using the design of experiments approach
to simulate the system behavior in a complex disturbed envi-
ronment. We developed an original test bench (scale 1:1) and a
multivariate descriptive statistical procedure, which guarantee
realistic delays and costs allowing a rapid return on investment
for the company. Our experimental approach produced satis-
factory results that justify the reliability growth technique
introduced by Bombardier during the early design phase.

Most tools required to perform exploratory experiments and
data analyses being now present, let us evoke some perspective
for our research. First, the experimental bench tool can be
improved so that electronics/informatics devices can be tested
(more and more, transport system problems come not only
from the mechanics). Then, thanks to a tool as SAS-JMP and
our procedure performed to reduce the time required to jump
from one trial to another (Section 3.2.3), the DoE can be
achieved more quickly. Nevertheless, one must keep in mind
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that, from the full experimental design, many optimal experi-
ment designs can be suggested, given the wide possibility of
criteria to be optimized and, once these criteria have been
chosen, the larger number of real designs that may be per-
formed (since several experimental designs may give rather
identical values for the criteria). Finally, the data processing
and analysis tools been now developed (here from Matlab and
R), it is possible to check rather quickly the data and to find the
main trends within the multifactor multivariate database, so
that the output of the descriptive statistical analysis becomes
the input of the inference analysis tools (e.g., from SAS-JMP).

Thanks to all the tools mentioned above, future research
prospects may include modeling the degraded behavior to
provide information about the lifetime of the passenger
access system. This model will be built with the data issued
from DoE and from the traceability of failures during com-
mercial operations.
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