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ABSTRACT. We consider the boundary value problem

(Px) —Apu = Ae(@)|ulP"?u+ p(@)|Vul? + h(z), ueWgP(Q)NL2(Q),

where Q C RN, N > 2, is a bounded domain with smooth boundary. We assume ¢, h € L9(Q) for some
g > max{N/p,1} with ¢ Z 0 and p € L>°(2). We prove existence and uniqueness results in the coercive

case A < 0 and existence and multiplicity results in the non-coercive case A > 0. Also, considering stronger
assumptions on the coefficients, we clarify the structure of the set of solutions in the non-coercive case.

1. INTRODUCTION AND MAIN RESULTS

Let Apu = div(|Vu|P~2Vu) denote the p-Laplacian operator. We consider, for any 1 < p < oo, the
boundary value problem

(Py) — Apu = Ae(@)|ulP"2u 4 p(z)|VulP + h(z), uwe WP (Q)nLeQ),

under the assumptions

Qc RN, N>2, is a bounded domain with 9 of class C**,
(Ap) ¢ and h belong to L4(Q) for some ¢ > max{N/p, 1},
cz0and pe L™(Q).

The study of quasilinear elliptic equations with a gradient dependence up to the critical growth |[Vu|P was
initiated by L. Boccardo, F. Murat and J.P. Puel in the 80’s and it has been an active field of research until
now. Under the condition Ac(z) < —ap < 0 for some o > 0, which is now referred to as the coercive case,
the existence of solution is a particular case of the results of [9,11,16]. The weakly coercive case (A = 0) was
studied in [24] where, for ||uh||n/, small enough, the existence of a unique solution is obtained, see also [1].
The limit coercive case, where one just require that Ac(z) < 0 and hence ¢ may vanish only on some parts of
Q, is more complex and was left open until [8]. In that paper, for the case p = 2, it was observed that, under
the assumption (Ap), the existence of solutions to (Py) is not guaranteed. Sufficient conditions in order to
ensure the existence of solution were given.

The case Ac(z) 2 0 also remained unexplored until very recently. First, in [31] the authors studied problem
(Py) with p = 2. Assuming A > 0 and ph small enough, in an appropriate sense, they proved the existence
of at least two solutions. This result has now be complemented in several ways. In [30] the existence of two
solutions is obtained, allowing the function ¢ to change sign with ¢* # 0 but assuming 4 = 0. In both [30,31]
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p > 0 is assumed constant. In [8] the restriction p constant was removed but assuming that & = 0. Finally,
in [17], under stronger regularity on the coeflicients, cases where p is non constant and h is non-positive
or has no sign were treated. Actually in [17], under different sets of assumptions, the authors clarify the
structure of the set of solutions to (Py) in the non-coercive case. Now, concerning (Py) with p # 2, the only
results in the case Ac = 0 are, up to our knowledge, presented in [1,27]. In [27] the case ¢ constant and h = 0
is covered and in [1], the model equation is —A,u = [Vu[? + Af(z)(1 +u)’, b>p—1and f = 0.

To state our first main result let us define

inf / (|vu|p _ (||,U+||oo)p*1h($)|u|p) de, Wy #0,
m;r,/\ =4 €W Jg p—1
+ oo, T, =0,
and
i ™ lloo \p—1 _
P P
m;)\ = ulel%/?/,\ Q (|VU| ( p—1 ) h($)|u| ) dx, if Wy, # (Z),
+ o0, i, =0,
where

Wy = {w e WSP(Q) : Ae(z)w(z) =0 ae. z € Q, |w|=1}.

Note that Wy = W,*(€2) and W) is independent of A when A # 0. Using these notations, we state the
following result which generalizes the results obtained in [8, Section 3]. In fact, if & is either non-negative or
non-positive our hypothesis corresponds to the ones introduced in [8] for p = 2. However, if h does not have
a sign, our hypothesis are weaker even for p = 2.

Theorem 1.1. Assume that (Ao) holds and that A < 0. Then if m;;/\ >0 and m,, y >0, the problem (P»)
has at least one solution.

In the rest of the paper we assume that p is constant. Namely, we replace (4g) by

QcRY, N >2, is a bounded domain with 99 of class %!,
(A1) ¢ and h belong to LI(Q) for some ¢ > max{N/p,1},
cz0and pu>0.

Observe that there is no loss of generality in assuming p > 0 since, if u is a solution to (Py) with p < 0, then
w = —u satisfies
—Apw = Ae(z)|w|P~ 2w — p|VwlP — h(z).

In [7], for p = 2 but assuming only (Ap), the uniqueness of solution when A < 0 was obtained as a
direct consequence of a comparison principle, see [7, Corollary 3.1]. As we show in Remark 3.3, such kind
of principle does not hold in general when p # 2. Actually the issue of uniqueness for equations of the form
of (Py) appears widely open. If partial results, assuming for example 1 < p < 2 or Ae(z) < —ag < 0, seem
reachable adapting existing techniques, see in particular [33,38,39], a result covering the full generality of
(Py) seems, so far, out of reach. Theorem 1.2 below, whose proof makes use of some ideas from [3], crucially
relies on the assumption that p is constant. It permits however to treat the limit case (Py) which plays an
important role in our paper.

Theorem 1.2. Assume that (A1) holds and suppose A < 0. Then (Py) has at most one solution.

Let us now introduce
(1.1) my = inf{/Q (1Vul? - (ﬁ)”‘lh(;ﬂnww) drw e Wi (), Jul =1},
We can state the following result.

Theorem 1.3. Assume that (A1) holds. Then (Fy) has a solution if, and only if, m, > 0.
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Theorem 1.3 provides, so to say, a characterization in term of a first eigenvalue of the existence of solution
to (Pp). This result again improves, for y constant, [8] and it allows to observe that, in case h < 0, (Pp) has
always a solution while the case h = 0 is the “worse” case for the existence of a solution. In case h changes
sign, the negative part of h “helps” in order to have a solution to (FPy). We give in Appendix A, sufficient
conditions on h* in order to ensure m, > 0.

Remark 1.1. Observe that the sufficient part of Theorem 1.3 is direct. Indeed, if m, > 0 then m;;O >0 and
m,, o > 0 and Theorem 1.1 implies that (/) has a solution.

Remark 1.2. We see, combining Theorems 1.1 and 1.3, that if (Py) has a solution then (Py) has a solution
for any A < 0. Moreover this solution is unique by Theorem 1.2.

Now, we turn to the study the non-coercive case, namely when A > 0. First, using mainly variational
techniques we prove the following result.

Theorem 1.4. Assume that (A1) holds and suppose that (Py) has a solution. Then there exists A > 0 such
that, for any 0 < A < A, (P»\) has at least two solutions.

As we shall see in Corollary 9.4, the existence of a solution to (FPp) is, in some sense, necessary for the
existence of a solution when A > 0.

Next, considering stronger regularity assumptions, we derive informations on the structure of the set of
solutions in the non-coercive case. These informations complement Theorem 1.4. We denote by ;1 > 0 the
first eigenvalue of the problem

(1.2) — Apu = ye(x)|ulP2u, ue WyP(Q),
and, under the assumptions
QcRY, N >2, is a bounded domain with 9§ of class C2,
(A2) c and h belong to L>°(Q),
cz0and >0,
we state the following theorem.
Theorem 1.5. Assume that (As) holds and suppose that (Py) has a solution. Then:
e Ifh S0, for every A >0, (Py) has at lEast two solutions uy, us with u; < 0.
e Ifh =0, then ug > 0 and there exists A € (0,71) such that:
— for every 0 < XA < X, (Py) has at least two solutions satisfying u; > ug;

— for A=\, (]iA) has at least one solution satisfying u > ug;
— for any A > X, (P\) has no non-negative solution.

A

§\

F1GURE 1. Illustration of Theorem 1.5 with A S 0
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[

F1GURE 2. Illustration of Theorem 1.5 with A 2 0

Remark 1.3.
a) As observed above, in the case h S 0, the assumption that (Pp) has a solution is automatically
satisfied.
b) In the case p < 0, we have the opposite result i.e., two solutions for every A > 0 in case h = 0 and,
in case h < 0, the existence of A > 0 such that (Py) has at least two negative solutions, at least one
negative solution or no non-positive solution according to 0 < A < X\, A = X or A > \.

In case h = 0, we know that for A > A, (Py) has no non-negative solution but this does not exclude the
possibility of having negative or sign changing solutions. Actually, we are able to prove the following result
changing a little the point of view. We consider the boundary value problem

(Pxx) — Apu = Ae(@)|ulP"2u+ p|VulP + kh(z), ue WyP(Q)NLe(Q),
with a dependence in the size of h and we obtain the following result.

Theorem 1.6. Assume that (Az) holds and that h = 0. Let

kO:sup{kE[O,—I—oo):VwGWOLP(Q), /

o (|Vw|P _ (p%)?”*lk h(a:)|w|p) de > O}.

1
Then:

e For all A € (0,71), there exists k = k(\) € (0, ko) such that, for all k € (0,k), the problem (P )
has at least two solutions uy, us with u; > 0 and for all k > k, the problem (Pa ) has no solution.
Moreover, the function k() is non-increasing.

o For A\ = v, the problem (Py ) has a solution if and only if k = 0. In that case, the solution is
unique and it is equal to 0.

o For all X > ~1, there exist 0 < 151 < /~€2 < +00 such that, for all k € (0, /~€1), the problem (Py ) has at
least two solutions with uy 1 <K 0 and minuy 2 < 0, for all k > 12:2, the problem (Py 1) has no solution
and, in case ki < 12:2, for all k € (151, 152), the problem (Py1) has at least one solution u with u &« 0

and minu < 0. Moreover, the function ki()\) is non-decreasing.

k
1 ki(A
0 1(A)
2 2
st A

FIGURE 3. Existence regions of Theorem 1.6
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Let us now say some words about our proofs. First note that when p is assumed constant it is possible to
perform a Hopf-Cole change of variable. Introducing

-1
v="2 (eﬁ"—l),
i

we can check that u is a solution of (Py) if, and only if, v > —pr1 is a solution of

p—1
(13) = B0 =Xelw)gv) + (14 Lqu) he), v e W),
where g is an arbitrary function satisfying
p—1 p pooNP2p—1 p 1% : p—1
gs:‘—l—i— s)In 1+—s‘ — (1 + s)In(1+ s), ifs>———.
0 =[P () [T g ) :

Working with problem (1.3) presents the advantage that one may assume, with a suitable choice of g when
s < —pT_l, that it has a variational structure. Nevertheless from this point we face several difficulties.

First, we need a control from below on the solutions to (1.3), i.e. having found a solution to (1.3) one
needs to check that it satisfies v > —pT_l, in order to perform the opposite change of variable and obtain a
solution to (Py). To that end, in Section 4, we prove the existence of a lower solution u, to (Py) such that
every upper solution 8 of (P)) satisfies § > w,. This allows us to transform the problem (1.3) in a new one,
which has the advantage of being completely equivalent to (Py). Note that the existence of the lower solution
ultimately relies on the existence of an a priori lower bound. See Lemma 4.1 for a more general result.

We denote by I, the functional associated to the new problem, see (5.5) for a precise definition. The
“geometry” of Iy crucially depends on the sign of \. When A < 0 is it essentially coercive and one may
search for a critical point as a global minimum. When A > 0 the functional I, becomes unbounded from
below and presents something like a concave-convex geometry. Then, in trying to obtain a critical point,
the fact that ¢ is only slightly superlinear at infinity is a difficulty. It implies that I\ does not satisfies an
Ambrosetti-Rabinowitz-type condition and proving that Palais-Smale or Cerami sequences are bounded may
be challenging. In the case of the Laplacian, when p = 2, dealing with this issue is now relatively standard
but for elliptic problems with a p-Laplacian things are more complex and we refer to [18,27,28,34] in that
direction. Note however that in these last works, it is always assumed a kind of homogeneity condition which
is not available here. Consequently, some new ideas are required, see Section 8.

Having at hand the Cerami condition for I with A > 0, in order to prove Theorems 1.4, 1.5 and 1.6, we
shall look for critical points which are either local-minimum or of mountain-pass type. In Theorem 1.4 the
geometry of I is “simple” and permits to use only variational arguments. In Theorems 1.5 and 1.6 however
it is not so clear, looking directly to I, where to search for critical points. We shall then make uses of
lower and upper solutions arguments. In both theorems a first solution is obtained through the existence of
well-ordered lower and upper solutions. This solution is further proved to be a local minimum of I and it
is then possible to obtain a second solution by a mountain pass argument. Our approach here follows the
strategy presented in [12,13,20]. See also [6].

Finally, concerning Theorem 1.1, where p is not assumed to be constant, we obtain our solution through
the existence of lower and an upper solution which correspond to solutions to (Py) where = —||u || oo and
p = ||pt ]| respectively, see Section 6.

The paper is organized as follows. In Section 2, we recall preliminary general results that are used in the
rest of the paper. In Section 3, we give a comparison principle and prove the uniqueness result for A < 0.
Section 4 is devoted to the existence of the lower solution. In Section 5, we construct the modified problem
that we use to obtain the existence results. The coercive and limit-coercive cases, corresponding to A < 0
are studied in Section 6 where we prove Theorem 1.1. Theorem 1.3 which gives a necessary and sufficient
condition to the existence of a solution to (Pp) is established in Section 7. In Section 8 we show that Iy
has, for A > 0 small, a mountain pass geometry and that the Cerami compactness condition holds. This
permits to give the proof of Theorem 1.4. Section 9 contains the proofs of Theorems 1.5 and 1.6. Finally in
an Appendix we give conditions on h* that ensure that m, > 0.
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Notation.
1) For p € [1,400], the norm ([, |u[Pdz)*/? in LP(Q) is denoted by || - ||,. We denote by p’ the conjugate
exponent of p, namely p’ = p/(p — 1) and by p* the Sobolev critical exponent i.e. p* = NN—f;, if p< N and

p* = +o0 in case p > N. The norm in L*(Q) is ||ullcc = esssup,cqlu(z)|.
2) For v € L'(Q) we define v = max(v,0) and v~ = max(—wv, 0).
3) The space W,?(Q) is equipped with the norm [ju|| := ([ IVul? dm)l/p.
4) We denote Rt = (0, +00) and R™ = (—o0,0).
5) For a, b € L*(Q)) we denote {a < b} = {x € Q: a(x) < b(x)}.

2. PRELIMINARIES

In this section we present some definitions and known results which are going to play an important role
throughout all the work. First of all, we present some results on lower and upper solutions adapted to our
setting. Let us consider the problem

(2.1) — Apu+ H,u, V) = (), € WEP(Q) 0 I2(©),
where f belongs to L'(Q) and H :  x R x RN — R is a Carathéodory function.

Definition 2.1. We say that o € Wh?(Q) N L>®(Q) is a lower solution of (2.1) if ™ € W, *(Q) and, for all
@ € Wy P(Q) N L>®(Q) with ¢ > 0, if follows that

/ |Va|P~2VaVydr + | H(z,o,Va)pdr < | f(x)pdx.
Q Q

Q

Similarly, 5 € W (Q)NL>(Q) is an upper solution of (2.1)if B~ € Wy P(Q) and, for all o € Wy (Q)NL>(Q)
with ¢ > 0, if follows that

[ V8 vveds [ H@5.V)pds > [ fa)ode.
Q Q Q

Theorem 2.1. [10, Theorems 3.1 and 4.2] Assume the existence of a non-decreasing function b : Rt — R*
and a function k € L*(Q) such that
|H (x,5,8)| <b(|s|)[k(x) + [€F], ae z€Q, V(s,&) € R xRV,

If there exist a lower solution o and an upper solution B of (2.1) with o < 8, then there exists a solution
w of (2.1) with a < u < 8. Moreover, there exists Umin (T€SP. Umaz) Minimum (resp. mazimum) solution
of (2.1) with a < Umin < Umaz < B and such that, every solution u of (2.1) with o < u < (8 satisfies
Umin S u S Umazx-

Next, we state the strong comparison principle for the p-Laplacian and the following order notions.

Definition 2.2. For hy, hy € LY(Q) we write
o hy < hy if hy(z) < ho(x) for ae. x € Q,
e h ; ho if by < hge and meas({x €Q: hl(I) < hQ(I)}) > 0.

For u, v € C*(Q) we write

o y<vif forall z € Q, u(z) < v(z),
e u < vif u<wv and, for all z € 99, either u(z) < v(z), or, u(z) = v(z) and 2%(z) > 92(x), where v
denotes the exterior unit normal.

Theorem 2.2. [36, Theorem 1.3] [15, Proposition 2.4] Assume that 9 is of class C* and let f1, fo € L>(Q)
with fo = f1 > 0. Ifuq, us € CS’T(Q), 0 <7 <1, are respectively solution of

(5) —Ayu;=f;, inQ, fori=1,2,
such that us = u1 =0 on 9Q. Then ug > u;.

We need also the following anti-maximum principle.
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Proposition 2.3. [26, Theorem 5.1] Let @ C RY, N > 2, a bounded domain with 0Q of class C!,

¢, h € L®(Q), v the first eigenvalue of (1.2). If h = 0, then there ewists &g > 0 such that, for all
A€ (7,71 + do), every solution w of

(2.2) — Apw = Ae(@)|w]P 2w + h(z), ue W)
satisfies w <K 0.
The following result is the well known Picone’s inequality for the p-Laplacian. We state it for completeness.

Proposition 2.4. [5, Theorem 1.1] Let u, v € W'P(Q) with u >0, v > 0 in Q and % € L>(Q). Denote
P p—1
L(u,v) = |Vul’ + (p — 1)(%) [Vo|P — p(%) |VoP2VoVu,

P
R(u,v) = |Vul? — V(%)Ivvlp’vi-

Then, it follows that
o L(u,v) = R(u,v) >0 a.e. in Q.
o L(u,v) =0 a.e. in Q if, and only if, u = kv for some constant k € R.

Now, we consider the boundary value problem

(2.3) — A =glev), v e WPP@Q)NLE(R),
being g : @ x R — R a Carathéodory function such that, for all sg > 0, there exists A > 0, with
(2.4) lg(z,8)| <A, ae xe€Q,Vse][-sos0.

This problem can be handled variationally. Let us consider the associated functional @ : WO1 Q) - R
defined by

1 S
O(v) := —/ |Vol? dz —/ G(z,v)dr, where G(z,s) ::/ gz, t)dt.
pJa Q 0
We can state the following result.

Proposition 2.5. [19, Proposition 3.1] Under the assumption (2.4), assume that o and 8 are respectively
a lower and an upper solution of (2.3) with o < 8 and consider
M::{UGWOLP(Q):QSUSﬂ}.

Then the infimum of ® on M is achieved at some v, and such v is a solution of (2.3).
Definition 2.3. A lower solution o € C*(Q) is said to be strict if every solution u of (2.1) with u > «a
satisfies u > a.

Similarly, an upper solution 3 € C*(Q) is said to be strict if every solution u of (2.1) such that u < j3
satisfies u < .

Corollary 2.6. Assume that (2.4) is valid and that o and B are strict lower and upper solutions of (2.3)
belonging to C*(Q) and satisfying o < 3. Then there exists a local minimizer v of the functional ® in the
Ci-topology. Furthermore, this minimizer is a solution of (2.3) with a < v < f3.

Proof. First of all observe that Proposition 2.5 implies the existence of v € W, () solution of (2.3), which
minimizes ® on M := {v € Wy?(Q) : a < v < §}. Moreover, since g is an L®-Carathéodory function, the
classical regularity results (see [21,35]) imply that v € C7(2) for some 0 < 7 < 1. Since the lower and the
upper solutions are strict, it follows that o <« v < 8 and so, there is a Cé-neighbourhood of v in M. Hence,
it follows that v minimizes locally ® in the C}-topology. ]

Proposition 2.7. [19, Proposition 3.9] Assume that g satisfies the following growth condition
lg(z,8)| <d(1+|s]7), ae z€Q,all seR,

for some 0 < p* — 1 and some positive constant d. Let v € Wol’p(Q) be a local minimizer of ® for the
Ca-topology. Then v € CS’T(ﬁ) for some 0 <17 <1 and v is a local minimizer of ® in the Wol’p—topology.

We now recall abstract results in order to find critical points of ® other than local minima.
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Definition 2.4. Let (X, | - ||) be a real Banach space with dual space (X*,| - |«) and let & : X — R be a
C! functional. The functional ® satisfies the Cerami condition at level ¢ € R if, for any Cerami sequence at
level ¢ € R, i.e. for any sequence {x,} C X with

O(zn) » ¢ and | (2n)[[«(1+ [[znl) =0,
there exists a subsequence {z,, } strongly convergent in X.

Theorem 2.8. [23, Corollary 9, Section 1, Chapter IV] Let (X, || - ||) be a real Banach space. Suppose that
®: X - RisaCl functional. Take two points e1, es € X and define

I':={peC([0,1],X): p(0) =e1, (1) =ea},
and

= inf D(p(t)).
¢:i= Inf max (p(t))

Assume that ® satisfies the Cerami condition at level ¢ and that
¢ > max{®(e1), P(e2)} .
Then, there is a critical point of ® at level ¢, i.e. there exists xo € X such that ®(z) = ¢ and ®'(xy) = 0.

Theorem 2.9. [25, Corollary 1.6] Let (X, ||-||) be a real Banach space and let ® : X — R be a C* functional.
Suppose that ug € X is a local minimum, i.e. there exists € > 0 such that

D(ug) < ®(u), for ||lu—wugl <e,

and assume that ® satisfies the Cerami condition at any level d € R. Then, the following alternative holds:

i) either there exists 0 < v < € such that inf{®(u) : [Ju — ugl| = v} > P(uo),
ii) or, for each 0 <~ < e, ® has a local minimum at a point u, with ||u, —uo| = v and ®(uy) = (uo).

Remark 2.1. In [25], Theorem 2.9 is proved assuming the Palais-Smale condition which is stronger than our
Cerami condition. Nevertheless, modifying slightly the proof, it is possible to obtain the same result with
the Cerami condition.

3. COMPARISON PRINCIPLE AND UNIQUENESS RESULTS

In this section, we state a comparison principle and, as a consequence, we obtain uniqueness result for
(Py) with A < 0, proving Theorem 1.2. Consider the boundary value problem

(3.1) — Apu = p|Vul? + f(z,u), ue W P(Q)NL¥Q),
under the assumption

QcRY, N >2, is a bounded domain with 9§ of class C%* |
(3.2) f: QxR — Risa L'-Carathéodory function with f(x,s) < f(z,t) for a.e. z € Q and all t < s,
w>0.

Remark 3.1. As above, the assumption p > 0 is not a restriction. If u € W, "(2) N L>(Q) is a solution of
(3.1) with g < 0 then w = —u € Wy P(Q) N L>(Q) is a solution of

—Ayw = —p|VwlP — f(z,—w), weW,P(Q)NL®Q),
with — f(z, —s) satisfying the assumption (3.2).

Under a stronger regularity on the solutions, we can prove a comparison principle for (3.1). The proof
relies on the Picone’s inequality (Proposition 2.4) and is inspired by some ideas of [3].

Theorem 3.1. Assume that (3.2) holds. If ui, us € WHP(Q) NC(Q) are respectively a lower and an upper
solution of (3.1), then ur < us.
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Proof. Suppose that wuj, us are respectively a lower and an upper solution of (3.1). For simplicity denote
= 4 and consider as test function

o= [er — 2] e WP (Q) N L=(Q).

First of all, observe that
VQD = t[Vule““ — vu2etu2} X{ur>us}>
with x4 the characteristic function of the set A. Hence, using assumptions (3.2), it follows that

/ ([|Vu1|p_2Vu1 — |Vu2|p_2VuQ} (t Vuje —¢ VuQetW) — u[|Vu1|p — |VuQ|p] (et“1 — tw)) dx
{u1>uz}

S / (f(x,ul) _ f(I,UQ)) (etU1 _ etuQ) d'r S 0
{ui1>uz}
Observe that

[ 1wV = [Fual 2] (¢ Vaae™ — 1 Vuse™) o
{u1>us}
YA I
{ui1>usz}
_ / e [Vl (¢ = ) + Vsl — Vs =2 Vs Vun | da
{ui>uz}

+ / etu2 {|Vu2|p(t — ) + p|Vur [P — t|Vu1|p_2VU1VU2} dx.
{u1>uz}

Next, as Ve = ¢t Vue“i, i = 1,2, we have

Vetwi|P
|Vui|p:|67 =1,2.
tretpui
Hence, using the above identities, and as *- = p — 1 and ;= = p, it follows that,

" [|[Vur|P(t — p) + plVugl? — t|Vu2|p_2Vu2Vu1}
_ t_ \V/ tuy |p 1 tu Ve tuzp _ etUI p—1 v tuo p72v tu2v tuq
WDG P+ (p— )( )| | — (et—w) |Ve'2| e e ]7
etuz [|Vu2|p(t — ) + plVuq|P — t|Vu1|p_2Vu1Vu2}
t_lj‘ u t u etu 1 u u u
[[Ve P+ (p— 1) (5 )P |vetn P — p(Sr)" Ve ivetn et .

- tpet(p—1)uz
Then, by (3.3), we have

tuy

t_ m € u etul -1 u — u m
/{ }WDVGt 1|;D+( 1)(etu2)p|V6t 2|;D —p( )P |V6t 2|p QVet 2V6t 1:|d$
ul>ug
tug

etug
t— tuz |p € P tur |p e
+/{u1>u2}m[|ve [P+ (p 1)(etul) Vet —p(

etul
By Picone’s inequality (Proposition 2.4), we know that both brackets in (3.4) are positive and are equal to
zero if and only if et = ke'2 for some k € R. As t — p > 0, thanks to (3.4), we deduce the existence of
k € R such that

(3.5) et =ke™2 in {u; > us}.

(3.4)

tug

)p71|Vet“1 |p72V6t“1Vet“2}daj <0.

Since u; and usy are continuous on Q and satisfy u; — uz < 0 on 92, we deduce that u; = us on {u; > us}.
Hence, (3.5) applied to x € 9{u; > us}, implies £k = 1. This implies that u; = ug in {u; > us}, which proves
u1 < ug, as desired. O

Corollary 3.2. Assume that (A;) holds and suppose A < 0. If uy, ug € WHP(Q) NC(Q) are respectively a
lower and an upper solution of (Py), then uy < us.
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Proof. Define the function f : Q x R — R given by
fla,s) = Ae(x)|s[P~2s + h(z).

Since (A;) holds and A\ < 0, f is a L!'-Carathéodory function which satisfies (3.2). Consequently, the
proposition follows from Theorem 3.1 O

The following result guarantees the regularity that we need to apply the previous comparison principle.
Lemma 3.3. Assume that (A1) holds and suppose A\ < 0. Then, any solution of (Py) belongs to C%7(Q).
Proof. This follows directly from [32, Theorem IX-2.2]. O
Proof of Theorem 1.2. The proof is just the combination of Corollary 3.2 and Lemma 3.3. 0

Remark 3.2. It is important to note that this comparison and uniqueness results do not hold in general for
solution belonging only to W, (). See [38, Example 1.1]

Remark 3.3. The following counter-example (see [39, p.7]) shows that there is no hope to obtain, when p # 2,
a comparison principle like [7, Corollary 3.1]. For N = 2 and R > 0, consider the following problem on the
ball

u=0 on OB(0,R).
We easily see that uy = 0 and up = £(R? — |z|?) are both solutions of the above problem belonging to
Wy ' (B(0, R)) N L*(B(0, R)).

{ —Agu = |Vu|? in B(0,R),

4. A PRIORI LOWER BOUND AND EXISTENCE OF A LOWER SOLUTION

As explained in the introduction, the aim of this section is to find a lower solution below every upper
solution of problem (P,). First of all, we show that under a rather mild assumption (in particular no sign on
¢ is required) the solutions to (Py) admit a lower bound. Precisely we consider problem (Py) assuming now

QcRY, N >2, is a bounded domain with 99 of class C%!.
(4.1) ¢ and h belong to LI(Q) for some ¢ > max{N/p,1},

€ L°(Q) satisfies 0 < p1 < p(z) < po.
Adapting the proof of [17, Lemma 3.1], based in turn on ideas of [4], we obtain

Lemma 4.1. Under the assumptions (4.1), for any X\ > 0, there exists a constant My > 0 with M) :=
M(N,p,q,|Q,\, g1, lclgs |h7lq) > 0 such that, every u € WHP(Q)NL>(Q) upper solution of (Py) satisfies

m{%nu > — M.

Proof. Let us split the proof in two steps.
Step 1: There exists a positive constant My = My (p, q, N, |, X, u1, || lq, 1A |lg) > 0 such that ||u™| < M.
First of all, observe that for every function u € W1P(Q), it follows that
1
@) V()T =

Suppose that u € WHP(Q)NL> () is an upper solution of (Py) and let us consider ¢ = u~ as a test function.
Under the assumptions (4.1), it follows that

— [ |Vu™|Pdx > —)\/ c(x)|u7|pd:v—|—/ u(:v)|Vu7|pu7d:v+/ h(z)u™dx
Q Q Q Q
> —)\/ c*(:z:)|u*|pdx+u1/ |Vu7|pu*d:1:—/ h™(z)udz.
Q Q Q
By (4.2) and (4.3), we have that

(4.4) Hl( P )p |V(u’)%‘pdx+/ |Vu*|pda:§/\/c+(x)|u7|pda:+/hf(x)u*dx.
p+1 Q Q Q Q

_ P+l

—\1/p - —p, - _ D \p 2t p
(u7)PVu~, andso, |Vu|Pu _(p——i—l) V()7 |".

(4.3)
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Firstly, we apply Young’s inequality and, for every € > 0, it follows that
/ ¢t (@)ju|Pde = / (et (@) /P | Pt () T u | da
Q Q
< C(a)/ ct(z)u~dx + a/ c+(3:)((u*)p%l)pd;p
Q Q

Moreover, applying Holder and Sobolev inequalities, observe that
_\ptl _\ el _\ptl
/Qc+(x)((u )7 ) da < (|t gl () T ag, < S et gl V™) # I

with S the constant from the embedding from W,**(£2) into L%(Q) Hence, choosing £ small enough to

ensure that € S [T [|q < & ( p%)p and substituting in (4.4), we apply again Hélder and Sobolev inequalities

and we find a constant C' = C'(u1, A, ||¢* |4, p, ¢, ||, N) such that

M1 p p _\ Pkl _ _ _ _ _
5 () IV @I+ 1968 < (Il + C@le )l Lz < OB o+ e o) [Vl

This allows to conclude that
1

bl < (CUR g+ llet ) )7 = My
Step 2: Conclusion.
Since (4.1) holds, every u € WHP(Q) N L*°(Q) upper solution of (Py) satisfies
(4.5) — Apu > Ae(@)|ufP2u — A (z), in Q.

Moreover, observe that 0 is also an upper solution of (4.5). Hence, since the minimum of two upper solution is
an upper solution (see [14, Corollary 3.3)), it follows that min(u, 0) is an upper solution of (4.5). Furthermore,
observe that min(u,0) is an upper solution of

—Apu > et (@) ulP2u—h™(z), inQ.

Hence, applying [39, Theorem 6.1.2], we have the existence of My = Ma(N,p, \, |, ||cT]ly) > 0 and M3 =
M3(N,p,\, 9], [|cT|l4) > 0 such that

supu” < My [[lu”llp + 157 [lg] < Ma[llu™ [l + 127 4]
Finally, the result follows by Step 1. O

Remark 4.1.

a) Observe that the lower bound does not depend on A and ¢~. In particular, we have the same lower
bound for all h > 0 and all ¢ < 0.

b) Since ¢ does not have a sign, there is no loss of generality in assuming A > 0. If we consider A < 0,
we recover the same result with M depending on |¢~ ||, instead of [lc™ ||, .

Proposition 4.2. Under the assumptions (A1), for any A € R, there exists uy, € Wy (Q) N L>®(Q) lower
solution of (Py) such that, for every B upper solution of (Py), we have u, < min{0, 5}.

Proof. We need to distinguish in our proof the cases A < 0 and A > 0. First we assume that A < 0. By
Lemma 4.1, we have a constant M > 0 such that every upper solution § of (P)) satisfies 5 > —M. Let « be
the solution of

—Ayu=—h"(z), ueWyP(Q)nL®).

It is then easy to prove that u = o« — M € W1P(Q) N L>°(Q) is a lower solution of (Py) with u < —M. By
the choice of M, this implies that u < @ for every upper solution @ of (Py).
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Now, when A > 0 we first introduce the auxiliary problem
{ —Apu = Ae(@)|ulP2u 4 p|VulP — b~ (z) — 1, in Q,

4.6
(4.6) u=0, on 0.

Thanks to the previous lemma, there exists M, > 0 such that, for every 5, € W1P(Q2) N L>°(Q) upper
solution of (4.6), we have 8; > —M). Now, for k > M), we introduce the problem

(4.7) ~Apu = —Ae(@)kP~t —h(2) — 1, in Q,
u=0, on 01,

and denote by a its solution. Since —Ac(z)kP~'—h~(z)—1 < 0, the comparison principle (see for instance [37,
Lemma A.0.7]) implies that ay < 0. Observe that, for every 51 upper solution of (Py), we have that
A1 2 (@) B2+ uIV AL — h (@) — 12—k — h™(2) — 1 = —Agan.

Consequently, it follows that

CAB > —Ayay, i Q,

f1>ax=0, ondQ,
and, applying again the comparison principle, that 51 > a.
Now, we introduce the problem

{ —Apu = Ae(@)| Te (u) [P~ 2T (u) + p|Vul? — b~ (z) — 1, in Q,

4.8
(48) u=20 on 012,

where
-k, if s < —k,

Tk(s):{ s, if s >—k.

Observe that 31 and 0 are upper solutions of (4.8). Recalling that the minimum of two upper solution is an
upper solution (see [14, Corollary 3.3]), it follows that 8 = min{0, 8;} is an upper solution of (4.8). As a
is a lower solution of (4.8) with ay < B, applying Theorem 2.1, we conclude the existence of u, minimum
solution of (4.8) with ay < u, < 8 = min{0, 4}

As, for every upper solution S of (Py), § is an upper solution of (4.8), we have ay < . Recalling that u,
is the minimum solution of (4.8) with ay < u, <0, we deduce that u, < g.

It remains to prove that u, is a lower solution of (Py). First, observe that u, is an upper solution of (4.6).
By construction, this implies that uy, > —My > —k. Consequently, u, is a solution of (4.6) and so, a lower
solution of (Py). O

5. THE FUNCTIONAL SETTING

Let us introduce some auxiliary functions which are going to play an important role in the rest of the

work. Define
-1 —2p—-1 -1
’p—(l—k uls)ln(l—l— uls)p p—(1—|— uls)ln(l—l— uls), s>—p—,
(5.1) g(s) = 1 p p 1 p p 1
0, § < ——r

s 1
G(s) = / g(t)dt and H(s) = —g(s)s — G(s).
0 p
In the following lemma we prove some properties of these functions.

Lemma 5.1.
i) The function g is continuous on R, satisfies g > 0 on R™ and there exists D > 0 with —D < g <0
on R™. Moreover, G > 0 on R.
it) For any § > 0, there exists ¢ = ¢(0, u,p) > 0 such that, for any s > %, g(s) <esP™19,
i) limg_s o0 g(8)/sP71 = 400 and limg_, yoo G(s)/sP = +00.

w) There exists R > 0 such that the function H satisfies H(s) < ( )pilH(t), for R<s<t.

s
t
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v) The function H is bounded on R™.

Proof. i) By definition, it is obvious that g is continuous, g > 0 on Rt and g is bounded and g < 0 on R™.
This implies also that G > 0 by integration.

ii) First of all, recall that for any £ > 0 there exists ¢ = ¢(¢) > 0 such that In(s) < ¢(e)s® for all s € (1, 00).
This implies that, for any § > 0,

-1

=0.

@4m+ﬁ%pww+ﬁmp
s 0
Hence, there exists R > % such that, for all s > R,

lim &: lim (

s—+oo gp—1+6 s—>+00 S

9(s)
gp—1+6 <1

As the function Sl;q,(fls is continuous on the compact set [p#;l, R], we have a constant C' > 0 with

9(s) -
pre <C on [l R].

The result follows for C = max(C, 1).
iii) As

-1
i %(1+ﬁs)1n(1+ﬁs):+oo,
s—+00 S

and p > 1, we easily deduce that
9(s)

lim = 400
s—+oo gp—1

and, by L’Hospital’s rule

lim G(s)

s—+oo sP

= 400.

iv) First of all, integrating by parts, we observe that, for any s > 0,
p—1\rrl I P I =1 y [¢ i p—1 1 p—2

Gs:(—) [—(1+ s) (ln1+ s) _E (1+—t) (1n1—|——t) dt},

=) I P p—1 ( p—l) P Jo p—1 ( p—l)
and so, for any s > 0, it follows that

1/p—1\P s 1 p—1 I p—2 1 p—1 I p—1

Hs:—(—) [u/ (1+—t) (1n1+—t) dt—(1—|— s) (1n1+ s) }

(%) I 0 p—1 ( p—l) p—1 ( p—l)
To prove ), we show that the function ¢(s) := i(fl) is non-decreasing on [R, +00) for some R > 0. Observe
that

#(5) = 5 [H' ()5 — (0~ DH()].

Hence, we just need to prove that H'(s)s — (p — 1)H(s) > 0 for s > R. After some simple computations, we
see that it is enough to prove the existence of R > 0 such that, for all s > R, k(s) > 0 where
p—2 p—2
n(s):(l—l— uls) (1n(1+pﬁ15)) ((p'u_sl)Q—l-ln(l—l-pﬁls))

_ /L/OS (1+ p%lt)p_l(m (1+ ﬁt))p_th.

Observe that

[(p—2)(l%—ln(l+ “13))2+(£)21n(1+ ).

p—1 p-
Hence, we distinguish two cases:
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i) In case p > 2, it is obvious that &’(s) > 0, for any s > 0. This implies that & is increasing and so,
that x(s) > 0 for s > 0, since x(0) = 0.
i) 1 <p<2, aslimg o k'(8) = +00, there exists R; > 0 such that, for any s > Ry, we have «/(s) > 1
and hence, there exists Ro > R; such that x(s) > 0, for any s > Rs.
In any case, we can conclude the existence of R > 0 such that «(s) > 0 for any s > R. Consequently, there
exists R > 0 such that ¢'(s) > 0, for s > R, which means that ¢ is non-decreasing for s > R and hence H

satisfies H(s) < (%)p_lH(t), for R<s<t.

v) This follows directly from the definition of the functions g and G. O

Next, we define the function

(5.2) ay="2 ; 1 (eﬁm — 1) e Wy P(Q) N L®(Q),

where u, € Wy?(Q) N L>®(£) is the lower solution of (Py) obtained in Proposition 4.2. Before going further,
since uy < 0, observe that 0 > a > —p#;l + ¢ for some ¢ > 0.

Now, for any A € R, let us consider the auxiliary problem

(QA) _A;Dv = fA(Ia 1)) y VE W()lyp(Q) )
where

Ae(z)g(s) + (14 £ s pilh(x), if s > ax(z),
53 falass) = ()

p—1
/\c(a:)g(oz)\(:zr))—k(l—k aA(x)) h(z), ifs<an(z),

1
p—1
where g is defined by (5.1). In the following lemma, we prove some properties of the solutions of (Q).

Lemma 5.2. Assume that (A1) holds. Then, it follows that:

i) Fvery solution of (Qx) belongs to L>®().
it) Every solution v of (Qx) satisfies v > ay.
iii) A function v € Wol’p(Q) is a solution of (Q) if, and only if, the function

p—1 1% 1
u="——In(1+ v) € W P(Q) N L®(Q

is a solution of (Py).
Proof. i) This follows directly from [32, Theorem IV-7.1].
ii) First of all, observe that a is a lower solution of (Q,). For a solution v € Wy() of (Qy), we have
v e Wy P(Q) N L>®(Q) by the previous step and, for all ¢ € Wy *(Q) N L>®(Q) with ¢ > 0,
/ [|Vv|p_2VU — |Va>\|p_2Va>\]Vgodx > / [f,\(ac,v) — fA(:v,oo\)]godx.
Q Q

Now, since there exist constants dy, da > 0 such that for all £, n € RY,

di(|El+ )P 2E -, ifl<p<2,

p—2¢ p—2 —
(5.4) (I€P77€ = In[P~"n . € 77>2{d2|€_77|1’,ifp22,

(see for instance [37, Lemma A.0.5]), we choose ¢ = (ay — v)T and obtain that

0> / [|Vv|p_2Vv — |Va,\|p_2Va,\}V(a)\ —v)dr > / [f,\(x,v) — f,\(x,a,\)](a,\ —v)dx=0.
{ax>v} {ax>v}

Consequently, using again (5.4), we deduce that ay = v in {a) > v} and so, that v > «,.
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iii) Suppose that v € W, *(2) is a solution of (Q,). The first parts, 4), ii) imply that v € W, *(Q) N L>®(Q)
is such that v > a, > —% +& with € > 0 and hence u € W (Q2) N L>(£2). Let us prove that u is a (weak)
solution of (Py). Let ¢ be an arbitrary function belonging to C§°(2) and define ¢ = ¢/(1 + p—flv)pfl. It

follows that ¢ € WyP(Q). As er-1 =1+ £ v, we have the following identity

_ _ Vo AL
Vou|P~2VoV dx:/e“” VulP~2Vu — dx
/Q| | 12 o |Vl ((1_'_1%1”);;1 (1+p££1”)p)

u ppV (Bt (em T — 1
_ / Va2 Vu (Ve - Sl . ))) dz
e (14 ;45v) 1+ Lo
= / \VulP2Vu (Ve — ppVu) de = / |Vu|P~2VuVedr — ,u/ |[Vu|Ppdx.
Q Q Q
On the other hand, by definition of g, observe that
/ [/\c(a:)g(v)—i-(l + -2 v)p_lh(:zr)}g)da:
Q p—1

:/Q[Ac(x)‘p%lln(upflv)’p*‘é’(;%un(upflv))+h(x)}¢dx

:/[)\c(:v)|u|p_2u+h(x)}¢dx.
Q

As v is a solution of (@) we deduce from these two identities that

|VulP~2VuVe dr = / [Ac(@)ulP~u+ p|Vul? + h(z)] ¢ dz,
Q Q

and so, u is a solution of (Py), as desired.

In the same way, assume that u € Wy?(Q) N L(Q) is a solution of (Py). By Proposition 4.2 we know
that u > u,. Hence, it follows that v = %(e% -1) € W,y P () N L®°(2) and satisfies v > ay > —p—;1 +e
for some ¢ > 0. Arguing exactly as before, we deduce that v is a solution of (Qy). O

Remark 5.1. Arguing exactly as in the proof of Lemma 5.2, iii), we can show that v; € H(2) N L>°()
(respectively vo € HY(Q) N L>(Q)) is a lower solution (respectively an upper solution) of (@) if, and only
if, the function

1

-1
— 11)1) (respectively Uy = pT In (1 + ’ ﬁ 11}2))

-1
Uy = p In (1 +
H p
is a lower solution (respectively an upper solution) of (Py).

The interest of problem (@) comes from the fact that it has a variational formulation. We can obtain
the solutions of (Q) as critical points of the functional Iy : W, *(Q) — R defined as

1 P
(5.5) IA(U)ZE/Q|VU| d:v—/QF,\(:C,v)d:v,

where we define F)(x,s) = [; fa(z,t)dt ie.

p—1 AN .
(5.6) Fy(z,8) = Ae(2)G(s) + e (1 + - 13) h(z), ifs>ax(x),
and
Fy(z,s) = [Ac(m)g(a,\(:ﬂ)) + (1+ Z%oo\(ac))p_lh(ac)} (s —ay)
+ Ae(x)Glax (2)) + p,u—_pl(l + pﬁ 1a,\(:v))ph(:v), if s <ax(z).

Observe that under the assumptions (A4, ), since g has subcritical growth (see Lemma 5.1), I € C* (W, (Q), R)
(see for example [22] page 356).

(5.7)
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Lemma 5.3. Assume that (A1) holds and let A € R be arbitrary, Then, any bounded Cerami sequence for
I admits a convergent subsequence.

Proof. Let {v,} C W, P(Q) be a bounded Cerami sequence for Iy at level d € R. We are going to show that,
up to a subsequence, v, — v € Wy (Q) for a v € W, *().

Since {v,} is a bounded sequence in Wy (), up to a subsequence, we can assume that v, — v in Wy (Q),
v, = v in L7(Q), for 1 <r < p*, and v, — v a.e. in Q. First of all, recall that (I} (vy), v, — v) — 0 with

(I (vy), vn, — V) = /Q|an|p_2anV(vn —v)dr — A Ac(z)g(vp) (v, — v) dx

ana,\}

H p—1
_ /{vn>0‘>\} (1 + 1vn) (vp, — v) h(x)dx — / Az, ax(@)) (v, —v)de.

p—- {vn<ax}

Let 0 <6 < (% — %)p*, r < p*and s < pip—fﬂg such that %—F 1+ 1 = 1. Using Lemma 5.1 ii), and the

Sobolev embedding as well as Holder inequality, we have that

P o =] < A el — vl < Nl el —
Un =)

—146
< DIAlllellq (1 + lonllf, 21 5)) lon = vl

< DS [lellq (1 + foallP~40) lvn = ]l -

Since ||vy,|| is bounded and v, — v in L"(2), for 1 < r < p*, we obtain
)\/ c(x)g(vp)(vp, —v)dz — 0.
{anOu}

Arguing in the same way, we have

/ (1—|—Lvn)p71(vn—v) h(x) d:z:—|—/ falz, ax(z))(vy, —v)de — 0.
{vnzak} p— 1 {”nSO‘A}
So, we deduce that
(5.8) / |V, P2V, V (v, — v)dz — 0.
Q
Hence, applying [22, Theorem 10], we conclude that v, — v in Wol’p(Q), as desired. |

6. SHARP EXISTENCE RESULTS ON THE LIMIT COERCIVE CASE

In this section, following ideas from [8, Section 3], we prove Theorem 1.1. As a preliminary step, considering
@ > 0 constant, we introduce

inf /Q (|Vu|p - (ﬁ)pilh(xﬂuw)daj, it Wy#0,

Mp, X 1= u€eWy

+ 00, if Wh=20.
where
Wy = {w e WSP(Q) : Ae(z)w(z) =0 ae. z € Q, |w| =1}
and we define

m:= inf I \(u) e RU{—o0}.
u€Wy ()

Proposition 6.1. Assume that (A1) holds, A <0 and that my, x > 0. Then m is finite and it is reached by
a function v € Wy P(Q). Consequently the problem (Py) has a solution.
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Proof. To prove that I, has a global minimum since, by Lemma 5.3, any bounded Cerami sequence has a
convergent subsequence it suffices to show that I is coercive. Having found a global minimum v € WO1 P(Q)
we deduce, by Lemma 5.2, that u = p—;1 In(1+ ﬁv) is a solution of (Py). To show that I is coercive we

consider an arbitrary sequence {v,} C Wy"(€) such that ||v,| — oo and we prove that
lim Iy (v,) = +00.
n—oo
Assume by contradiction that, along a subsequence, Iy (vy,) is bounded from above and hence

I\(vy
(6.1) limsup 2 < ¢

n—oo [lvnllP

Un
lon

in W,*(Q), w, — w in L"(), for 1 <r < p*, and w, — w a.e. in Q. We consider two cases:

Case 1): wt & Wy. In that case, the set Qp = {z € Q : Ae(z)wt(z) # 0} C Q has non-zero measure
and so, it follows that v, (z) = wy(x) ||vp]| — oo a.e. in Q. Hence, taking into account that G > 0 and
lims_, 4 oo G(5)/sP? = +00 (see Lemma 5.1) and using Fatou’s Lemma, we have

limsup/ M|wn|pdxglimsup/ Mhﬂﬂpdl’
Q Qo

n—o00 |'Un|p n—o0o |'Un|p

< / limsupwhuﬂpdx =—00.
¢

g M—oo |'Un|p

We introduce the sequence w,, = for all n € N and observe that, up to a subsequence w, — w weakly

(6.2)

On the other hand, observe that for any v € W,"*(2), we can rewrite
1
I(v) = —/ [Vol? dz —/ Ac(z)G(v) dx —|—/ Ae(z)G(v) dz
bJa Q {v<an}
-1
I (l—l— a v)ph(x)dx—/ Fy(z,v)dx.
Pl J{v>ax} p—1 {v<an}

Hence, considering together (6.1) and (6.2), we obtain
> —C — limsup

0 > lim sup L(wn) —IA(vn) >

n—oo [[on][P T nmee flug [P n—o0

/ Ae()G(vn
Q

and so, Case 1) cannot occur.

Case 2): wt € Wy. First of all, since Ac < 0 and G > 0 (see Lemma 5.1), observe that for any v € Wy*(Q),

1 p_ (P ! 2)(vT)? x—le—l 0P di
I’\(U)EE/QOVM (p—l) h(z)(v") )d p(p_l) /{U>a>\}h( o) d
L E_y)” E | h(z) do — x,v) dx
_W {v>ax} [(1+p_1v) _(1?1) |U| }h( )d /{vga,\} F)‘( ) )d .

Moreover, observe that

1 / H p K \p
D 1+ v) — v|P | h(z dx‘
1
H p—2 I
6.3 _
1 p-1 .
< 1 h(x)|dz < D|h]|, (1 »
—/Q( +p_1|”|) |h(z)| dz < D|hllq (14 [0P7),
for some constant D > 0. Thus, for any v € VVOLP(Q)7 it follows that
1 B 1 B _
Bz [ (9= I @ty ) e LI [ hw s
(6'4) b P pp {v>ax}

Dl el = [ Ao,

{v<an}
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Hence, using that by the definition of F) (see (5.6) and (5.7)) there exists m € LY(Q)), ¢ > max{N/p,1},
such that, for a.e. z € Q and all s <0,

(6.5) [Ex(z, )] < m(x)(1+]s]),

and applying (6.1) and (6.4), we deduce, as wt € W)y, that

Iy (v, Iy (v, 1 - 1 .

0 > limsup A(Un) > lim inf A(Un) > —/ (|Vw|p - (Ll)p 1h(3:)(w+)p) dz > —min{l, my, \}||w|? >0,
Q b— p

noo [[on|[P T m=ee fluplP T p

and so, that
Ix(vn
lim A(Un) =

B TR and w=0.

Finally, taking into account that w, — 0 in L"(Q), for 1 < r < p*, we obtain the contradiction

0= lim 220)

n=o0 ||vg||P

1
2 —
p
Hence, Case 2) cannot occur. |
Proof of Theorem 1.1. To prove this result, we look for a couple of lower and upper solutions («, 8) of
(Py) with @ < 8 and then we apply Theorem 2.1. First, assume that both ||ut|lec > 0 and ||p™||ec > 0.
Observe that any solution of

(6.6) — Apu = Ae(@)[ulPu+ |pF oo Vulf + h(z), we WyP(Q) N L>(9),

is an upper solution of (Py) and, any solution of

(6.7) — A= e@)ulP 2 — i ool Vul? + h(z), w e WEH@) 0 L2 (),

is a lower solution of (Py). Now, since m;;A > 0, Proposition 6.1 ensures the existence of § € Wy'?(Q)NL>® (1)

solution of (6.6). In the same way, m,, , > 0 implies the existence of v € WP (€2) N L () solution of
—Agw = M@)ol 20+ | o [Vol? — h(z), v e WEP(©) N L= (),

and hence a = —v is a solution of (6.7). Moreover, Lemma 3.3 implies o, 5 € Wy ?(Q) NC(Q). Hence, since
« is a lower solution of (6.6), it follows that o < 3, thanks to Theorem 3.1. Thus, we can apply Theorem
2.1 to conclude the proof. Now note that if ||y |lec = 0, (6.6) reduces to

(6.8) — Apu = e(@)|ulP2u+ h(z), ue WyP(Q)N LX),
which has a solution by [22, Theorem 13]. This solution corresponds again to an upper solution to (Py).
Similarly, we can justify the existence of the lower solution when ||x~ ||c = 0. O

7. A NECESSARY AND SUFFICIENT CONDITION FOR THE EXISTENCE OF A SOLUTION TO (F)

In this section we prove Theorem 1.3. First of all, following the ideas of [8], inspired in turn in ideas of [2],
we find a necessary condition for the existence of a solution of (Py). Recall that the problem (P,) is given by

(Py) —Apu = p|Vul? +h(z), we WyP(Q)NnL>(Q).

Proposition 7.1. Assume that (A1) holds and suppose that (Py) has a solution. Then m, defined by (1.1)
satisfies my > 0.

Proof. Assume that (Py) has a solution u € Wy *(Q) N L°°(Q). Then, for any ¢ € C§°(2), it follows that
(7.1) vl 2 9uT (ol o~ [ [Fuplop ds ~ [ bajoP do =0,
Now, applying Young’:inequality, observe that ’ "

| vl = or) de = p [ (ol 2oivurtVaVods <p [ ol 9up el do

p—1\""
<u |¢|P|w|pdw+(—) VP da.
Q 1 Q
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p—1
Hence, substituting in (7.1), multiplying by (p—fl) and using the density of C5°(Q2) in W, *(Q), we obtain

(72) | (196P = 2 @ler) oz 0, ¥ o€ wir@).

Arguing by contradiction, assume that
. Lo\p—1
inf { [ (1vor = E5)" h@lol) o o € Wi (@), ol = 1} 0.
By standard arguments there exists ¢g € C%7(Q) for some 7 € (0, 1), with ¢g > 0 in Q such that

(7.3) /Q|V¢>O|de: (ﬁ)p_l/ﬂh(x)wov’dx.

Now, substituting the above identity in (7.1) with ¢ = ¢, we have that

@) [ (Voo + o= DE) IV —p(E) o P Vave) de = 0.

Finally, observe that

1 w
P u= ——Ver—T"

P — 1 ep—1
Hence, by substituting in (7.4), we deduce that

@5 [ (9l + 0= DR T -

Applying Proposition 2.4, this proves the existence of k € R such that

)P Vet P2vests 1“v¢0) dz = 0.

bo = ker 1",
As ¢g =0 and er 1" =1 on 01, this implies that k& = 0 which contradicts the fact that ¢g > 0 in Q. a
Proof of Theorem 1.3. The proof is just the combination of Proposition 7.1 and of Remark 1.1. O

8. ON THE CERAMI CONDITON AND THE MOUNTAIN-PASS GEOMETRY

We are going to show that, for any A > 0, the Cerami sequences for I at any level are bounded. The
proof is inspired by [31], see also [29]. Nevertheless it requires to develop some new ideas. In view of Lemma
5.3, this will imply that I satisfies the Cerami condition at any level d € R.

Lemma 8.1. Fized A > 0 arbitrary, assume that (A1) holds and suppose that m, > 0 with m, defined by
(1.1). Then, the Cerami sequences for I at any level d € R are bounded.

Proof. Let {v,} € W,P(Q) be a Cerami sequence for I at level d € R. First we claim that {v; } is bounded.
Indeed since {v,} is a Cerami sequence, we have that

(8.1) (I} (vn), v / [V, |pd:v—/ falz,vn) v, de — 0
from which, since fi(z, s) is bounded on 2 x R~ the claim follows. To prove that {v,}'} is also bounded we
assume by contradiction that ||v,| — co. We define
QF ={z € Q:v,(z) >0} and Q. =Q\Qf,
and introduce the sequence {w,} C W, *(Q) given by w, = v,/||va||. Observe that {w,} C WyP(Q) is

bounded in WOI’p(Q). Hence, up to a subsequence, it follows that w, — w in Wol’p(Q), w, — w strongly in
L"(Q) for 1 <r < p*, and w,, — w a.e. in . We split the proof in several steps.
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Step 1: cw = 0.

As ||v;, || is bounded and by assumption |v,| — oo, clearly w™ = 0. It remains to show that cw™ = 0.
Assume by contradiction that cw™ # 0 i.e., defining Q" := {z € Q : ¢(z)w(z) > 0}, we assume |QF| > 0.
Since ||vn|| = oo and (I} (vy,), vn) — 0, it follows that

— 0.
[[vn]?

First of all, observe that

(I3 (vn), o) = |lvnllP — p 1/ h(zx)|vp|P de — / Ac(x)g(vp )y, da — oz, vp) vy, da
(8 3) QF Q5
— / [(1 + a vn)p_l — (L)p_1|vn|p_2vn} vph(z) d.
Q+ 1 p— 1
Now, since fx(z,s) is bounded on € x R‘, we deduce that
1
(8.4) iz, vn) v de = 0.

[onll? Jaz

Moreover, using that w, — w in L"(Q2), 1 < r < p*, with w™ = 0, we have

1
(8.5) / |vn [Ph(x) dz = / |wn|Ph(z) de — / wPh(z)dx,
QF QF Q

[[on 7

Next, we are going to show that

1

Ton? /Q+ [(1 + p%lvn)p_l - (L)p_1|vn|p_2vn] vph(z)dx — 0.

(8.6) o

Observe that

/QI [(1 + #v”)p_l - (p%l)p_lvﬁ_l]vnh(x) dz = (p—1) /Qi [/01 (s+ pﬁ 1vn)p_2ds} vph(z) d .

We consider separately the case p > 2 and the case 1 < p < 2. In case p > 2, there exists D > 0 such that

1 —|— %d x)d —_— o ! h d D||h + p—1
n n < n < 1 n - .
‘/QI [/0 (s + =t v.)"ds | vah(@) da| < £ /m 71" )" h@)ldz < DR+ oal*)

On the other haund7 in case 1 < p < 2, we have a constant D > 0 with

1
H p—2 p—l .
)P 2 ds| v, d}<— vn)  |h(@)|da < D|R|y]lvalP?.
L] Gt ) s bt ao [ G el de < Dol

The claim (8.6) follows then directly from the above inequalities. So, substituting (8.3), (8.4), (8.5) and (8.6)
in (8.2) and using that g is bounded on R~, we deduce that

(8.7) )\/Qc(x)%wﬁ de —1— (p%l)pil/ﬂwl’h(x) dx.

Let us prove that this is a contradiction. By Lemma 5.1, we know that lims_, 1 g(s)/sP™1 = +o00 and as
wy, — w > 0 a.e. in QF, it follows that

g(vn)

c(:z:) = = wk — +oo ae. in QF,
n

Since [2*] > 0, we have

(8.8) / c(a:)%wﬁd:r — +00.

Q+ Un
On the other hand, as g > 0 on RT, fp(f)l is bounded on R~ and ||wy,||pq is bounded, we have
(8.9) / c(x) g(pv_nl) wb dx > —D.

o\Q+ Un

So (8.8) and (8.9) together give a contradiction with (8.7). Consequently, we conclude that cw = 0.
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Step 2: Let us introduce a new functional Jy : Wol’p(Q) — R defined as
p—1 M P K \p -
J(v) = Ih(v) — —— [1—|——v — (—— vp}h ) dx
=00 =2 [ [ ) = ) i@
and let us introduce the sequence {z,} C Wy*(Q) defined by z, = t,v,, where t, € [0,1] satisfies

J n) — Jtn;
A(2n) Jnax A(ton)

(if t,, is not unique we choose its smallest possible value). We claim that
lim Jy(zn) = +00.
n—oo
We argue again by contradiction. Suppose the existence of M < +oo such that
(8.10) lim inf Jy(2,) < M,
n—oo

and introduce a sequence {k,} C W,"*(2), defined as

2pM N 3 2pM N\ v,
b= () " = (5) g

mp mp [on ]|

Let us prove, taking M bigger if necessary, that for n large enough we have

(8.11) I(kn) > gM.

1
As (M) "L € [0,1] for n large enough, this will give the contradiction

My llonll

gM <liminf Jy(ky,) < liminf Jy(z,) < M.

n—oo n—oo

First of all, observe that k, — k := (%)%w in WyP(Q), k, — k in L"(Q), for 1 <r < p*, and k,, — k a.e.
in Q. By the properties of G (see Lemma 5.1) together with & > 0 and ck = 0, it is easy to prove that
(8.12) / c(x)G(kp)de — | ¢(z)G(k)dz = 0.

{kn2>ax} Q

As w™ =0, we have x;, — 0 a.e. in Q where ¥, is the characteristic function of €. Recall (see (6.5)) that
we have m € LI(Q)), ¢ > max{N/p, 1}, such that, for a.e. z € Q and all s <0,

[Fx(x, s)| <m(x)(1+[s]).
This implies that

(8.13) / Fx(z,ky)dr — 0, as well as / |kn|Ph(z)de — 0.
{kn<axr} {kn<ax}
Taking into account (8.12) and (8.13) we obtain that
1 K \p—1
In(kn) == Vip|P — (—— h(z)|kn|P ) d
) =2 [ (kP = (29" @)kl da

(8.14) b1

I P I \p N
Lt ——=kn)" = (=7 ) [knl? |7 (2) dz +o(1) .
DL J{kn>an} [( p—1 ) (p—l) K| } (z)dx + o(1)

Now, observe that, by definition of m,,,

1 M \p—1 1
8.15 —/(anp— L. hxknp)dxz—m kP = 2M .
(8.15) o ), |Vkn| (p_l) (@) |n| ; pllEnll
Furthermore, arguing as in (6.3), observe that

1 H P B oNpop] i+ ‘ + 2pM | p=1
sl L0 k) = Gyl @] < a1+ (C25)'),
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where C' is independent of M. This implies that

2pM | p=1
Ia(kn) = 2M = ClE* (14 (=) 7) +0(1),

P

and, taking M bigger if necessary, for any n € N large enough, (8.11) follows.
Step 3: For n € N large enough, ¢, € (0,1).
By the definition of Jy and using that

( pﬁls)P_(L)pspzo, Vs>0,

observe that

—1 —
J)\(’Un) < I)\(’Un) - W (o <vn <0} |:(1 + H ’Un)p _ (p%)p|fun|p:|h (LL') dx
ANSUn S

1 12 p—1 _
< Ii(v,) + = (—F— A
< Do)+ 5 () o

Consequently, since Ty (v,) — d, there exists D > 0 such that, for all n € N, Jx(v,) < D. Thus, taking into
account that Jy(0) = —%Hh*”l and Jy(t,v,) — +00, we conclude that ¢, € (0,1) for n large enough.

Step 4: Conclusion.

First of all, as ¢, € (0,1) for n large enough, by the definition of z,, observe that (J4(z5),zn) = 0, for
those n. Thus, it follows that

Tr(2n) = Ta(zn) - }9<J;<zn>, )

p—1 H p—1
:)\/ c(x)H (z,)dr — —— 1+——2z, ht(z)dx
{zn>an} (=) H (zn) pp {znzak}( p—1 ) (=)

- / [F)\(x, Zn) — lfA(aj, Zn) zn} dx.
{zn<ax} p

Using the definition of fy(z,s) for s < ay(z) and the fact that ||z, || is bounded, we easily deduce the
existence of Dy > 0 such that, for all n large enough,

(8.16) /Q‘ e

Now, since {’Un} is a Cerami sequence, observe that (again for n large enough)

p72(1+ 1zn)h+( Ydz < —J,\(zn)—i-)\/ c(z)H(z,)dz + Dy .

A1 (o) — %a;(vn),m

a vn)p_lh(:t) dx
yy {vpn>an} pP— 1

- [ B - Al v
{vp<ax} p

and, as above, there exists a constant Do > 0 such that

2(1+pﬁ 1vn)h(a:)d:1:+D2.

(8.17) )\/Qc(x) (vn)

Q
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Moreover, observe that

/ 1+ -2
Q b—
— p—2 H +
— /\ n —Z'n,| (tn + zn) b (:C)d:v—/ |1+
- p—1 Q
_2 I
Considering together this inequality with (8.16) and (8.17), we obtain that

)\/Qc(:v)H(vn)dx <Dy — J:( T) + tp)\l / c(x)H (zn)

T

Now, since H is bounded on R™, there exists D3 > 0 such that, for all n € N,

1vn‘p (1+ pTlvn) h(x) dz

vn|P 2( pﬁl n) h™(z)dz

1vn‘ B (1+ vy) b~ (2) da:

_B
p—1

<

p—2 M _
tffl p— U"| ( p—1 vn) h™ () d.

(8.18)

_ I B
Un} ( . 1vn)h (x) dz.

(8.19) / c(x)H (zn)dx < Ds.
Qp
On the other hand, using iv) of Lemma 5.1, it follows that

(8.20) /Q+ c(x)H(z,)dx < 871 /Q+ c(z)H (vy) dz + Dy,

for some positive constant Dy. Hence, substituting (8.19) and (8.20) in (8.18), it follows that

A/70($)H(Un)d$§D5—J (tp)l Ds _p o /‘

-2 _
’p (1+ Z%Un) h™(z) dz.
Arguing as in the previous steps, observe that

1+ P2
I

) b (2)da > / [ ol A @) de > = Dellh g (1 o P7),
- AL

and so, we have that

J D
/\/7 c(a)H (vy) da < Ds — % + Dal|h [l (T4 flog [IP7) -

n

By Step 1, we know that ||v,, || is bounded and Step 4 shows that Jy(z,) — oo. Recall also that, by Step 4,
€ (0,1). This implies that

(8.21) /\/Qi c(x)H (vy,) de — —o0

which contradicts the fact that H is bounded on R™. This allows to conclude that the Cerami sequences for
I, at level d € R are bounded. O

Now, we turn to the verification of the mountain pass geometry when A > 0 is small.

Lemma 8.2. Assume that (A1) holds and suppose that m, > 0. For A > 0 small enough, there exists r > 0
such that I (v) > I5(0) for ||v]| = .
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Proof. For an arbitrary fixed r > 0, let v € Wy?(Q) be such that ||v]| = 7. We can write

_1 ol — (PP e n(e)) de — L Pyt oPh(2) da
=3 [ (9 = G )R [ e
p—1 Koo\ B\ e | ) da
"o s [(1+p_1”) _(E) |v] }h( )d.

o p—1 p— 1 1 »
B /{USM n@)[(1+ 00 0 e + P (1 )
_ )\(/{UZ%} c(x)G(v) dz + . c(x) [g(ar) (v — an) + Glay)] dg;)_

Now, observe that, as above,

/{v>oq} [(1 * D ﬁ 1v)p N (p ﬁ 1)p|v|p} h(zx) dx

< p/ (1+ ﬁlvl)””lh(wl dw < Dy(1+1771),
Q -

with D; independent of \. In the same way, using the fact that ay € [—p#;l, 0], we deduce that

1 _
——(L)p 1/ |’U|ph($)d$‘ <Dy,
pp—l {ax<v<0} 1
" p—1 p— H P
— hx{l—l——oo\ v—ay)+—(1+ Q) }daz‘gD + Dyr,
’ /[vga,\} @] p—1 ) ) pu( p—1 ) ’ !

with Dy, D3 and D, independent of A. Finally, observe that

B \p=1, 4 f/ + K \p=1, + / —|p
VoulP — (—— v )Ph(x) ) dx = Vool — (—— v )Ph(x) ) dx + Vo~ |Pdx
/Q(| = I @) de= | (190 = (CE)T @) ) det | 9]
>y [0 7+ o717 = min{ 1, mp }o]]” = min{1,mp} r7.

So, we obtain that

Li(v) 2 ! min{1, m,}r? — Dyr?~" — Dyr — Ds,

p
(8.22)
- )\(/{vzm} c(x)G(v) dx + /{USM} (@) [glax) (v — an) + G(an)] d:v),

where the constants D; are independent of X\. Moreover, observe that for r large enough,
1 1
(8.23) —min{1,m,}r* — Dyr?~! — Dyr — Dy > 5 min{1,m,} r? + I,(0).
p p
On the other hand, by Lemma 5.1, for every § > 0,
(8.24) ‘ (/ c(x)G(v) dx + / c(z)[g(ar) (v — ax) + G(an)] dx)‘ < DgrP*% + Dyr + D,
{v>ax} {v<ax}
for some constant Dg, D7, Dg independent of A. Hence, for A small enough, we have
1
(8.25) )\(/ c(x)G(v) dx + / c(z)[g(ar) (v — ax) + G(an)] da:) < —min{1,m,} r?,
{v>ax} {v<an} 4p
and so, gathering (8.22), (8.23) and (8.25), we conclude that
1
I(v) > 4_p min{1, mp}r? + I,(0) > I,(0).
|

Lemma 8.3. Assume that (A1) holds and that m, > 0. For any A > 0, M > 0, and r > 0, there exists
w E Wol’p(Q) such that |w|| > r and Iy(w) < —M.
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Proof. Consider v € C§°(2) such that v > 0 and cv # 0 and let us take ¢t € RT, ¢ > 1. First of all, as a <0,
observe that

Ii(tv) < %t”/ﬂ (|vv|p - (ﬁ)p*wh(@) dz — )\tp/ c(a)oP

Q tPoP

p—1 B \p E NP o? | B () das
= Q[(1+pTltv) - (59) (o) | b~ () da.

As above, we have

E/Q[(” ﬂlt”)p—(L)p(tv)p}h’(ar)dxgtp*/(1+ o) h (a) da.

P p— p—1 Q p—1
Hence we obtain

1 oo\ p—1 / G(tv) 1p— 1H 1 HP*1 _
< |2 p_ P _ P z '
I(tv) <t [p/g (|VU| (p— 1) ] h(:v)) dx — X Qc(gc)v P dx + i 1+p_ 70 (1A~

Now, since by Lemma 5.1, we have

G(t
lim )\/ c(x)oP (tv) dr = o0,
t=oo Jo (tv)?
we deduce that tlim I\ (tv) = —oo from which the lemma follows. O
—00

Proposition 8.4. Assume that (A1) holds and suppose that m, > 0. Moreover, suppose that A > 0 is
small enough in order to ensure that the conclusion of Lemma 8.2 holds. Then, I possesses a critical point
v € B(0,7) with Ix(v) < I,(0), which is a local minimum of I.

Proof. From Lemma 8.2, we see that there exists > 0 such that

m:= inf I)(v) <I,(0) and In(v) > I,(0) if |jv||=r.
veB(0,r)
Let {v,} C B(0,r) be such that I)(v,) — m. Since {v,} is bounded, up to a subsequence, it follows that
v, = v € Wy P(Q). By the weak lower semicontinuity of the norm and of the functional Iy, we have

[lv]] <liminf |lo,|| <r and Ix(v) <liminf Iy (v,) = m < I5(0).
n—o0 n—00
Finally, as I (v) > I,(0) if ||v]| = r, we deduce that v € B(0,r) is a local minimum of Iy. O

Proof of Theorem 1.4. Assume that A > 0 is small enough in order to ensure that the conclusion of
Lemma 8.2 holds. By Proposition 8.4 we have a first critical point, which is a local minimum of Iy. On the
other hand, since the Cerami condition holds, in view of Lemmata 8.2. and 8.3, we can apply Theorem 2.8
and obtain a second critical point of I at the mountain-pass level. This gives two different solutions of (Q).
Finally, by Lemma 5.2, we obtain two solutions of (P). O

9. PROOF OF THEOREMS 1.5 AND 1.6

In this section, we assume the stronger assumption (Az). In that case, we are able to improve our results
on the non-coercive case.

Proposition 9.1. Assume that (Ag) holds with h < 0. Then, for every X > 0, there exists v € Cy'" (Q), for
some 0 < 7 < 1, with v < 0, which is a local minimum of I in the Wol’p—topology and a solution of (Q)
with v > ay (with ay defined by (5.2)).
Proof. First of all, observe that, as h < 0, we have m, > 0 and hence, by Theorem 1.3, (P) has a solution
up € Wy'?(Q) N L®(Q). By Lemma 5.2,

P — 1 )

vg = T(eﬁuo -1) € WP () N L=(9),
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is then a weak solution of

Ao = (14 L 1v0)p’1h(x) <0, in Q,
vg = 0, on 0f).
As moreover, (1+ p—flvo)p_lh(x) € L>=(Q), it follows from [21,35] that vy € Cy" (Q), for some 7 € (0,1) and,
by the strong maximum principle (see [40]), that vg < 0. Now, we split the rest of the proof in three steps.
Step 1: 0 is a strict upper solution of (Qx).

Observe that 0 is an upper solution of (@Q,). In order to prove that 0 is strict, let v < 0 be a solution of
(@x). As g <0 on R~ (see Lemma 5.1), it follows that v is a lower solution of (Qp) and so, thanks to the
comparison principle, see Corollary 3.2, v < vy < 0. Hence, 0 is a strict upper solution of (Qy).

Step 2: (Q)) has a strict lower solution o < 0.

By construction o = ay — 1 is a lower solution of (Q»). Moreover, as every solution v of (@) satisfies
v > @) > a, we conclude that « is a strict lower solution of (Q).

Step 3: Conclusion.

By Corollary 2.6, Proposition 2.7, and Lemma 5.2, we have the existence of v € Wol’p(Q) N Cé’T(ﬁ), local
minimum of I and solution of (Q,) such that ay < v < 0 as desired. O

Proof of the first part of Theorem 1.5. By Proposition 9.1, there exists a first critical point, which is
a local minimum of Iy. By Theorem 2.9 and since the Cerami condition holds, we have two options. If we
are in the first case, then together with Lemma 8.3, we see that I, has the mountain-pass geometry and by
Theorem 2.8, we have the existence of a second solution. In the second case, we have directly the existence
of a second solution of (Q»). Then by Lemma 5.2 we conclude to the existence of two solutions to (Py). O

Now, we consider the case h = 0.

Lemma 9.2. Assume that (Az) holds and suppose that h = 0. Recall that v1 denotes the first eigenvalue of
(1.2). It follows that:

i) For any 0 < A\ < 71, any solution u of the problem (Py) satisfies u > 0.
ii) For X\ = 1, the problem (Py) has no solution.
i) For X\ > 1, the problem (P\) has no non-negative solution.

Proof. Observe first that, taking v~ as test function in (Py), we obtain

(9.1) - / (IVu™]P = Xe(@)u™|P) do = /Q(,u|Vu|pu7 + h(z)u”) da.

Q
i) For A < 71, there exists ¢ > 0 such that, for every u € W, *(9),

/ (|VulP = Ae(@)|ul?) dz > e||ull”.
Q
Consequently, as h = 0 and x> 0, we have that
0> —<¢lu™||? > - / (IVu™|P = Ae(@)|u™ |P) do = / (1 VulPu™ + h(z)u™) dz > 0,
Q Q

which implies that ©~ = 0 and so that u > 0. Hence —A,u = 0 and by the strong maximum principle
(see [40]), we have u > 0.

i) In case A = 1 we have, for every u € W, ?(Q),

(9.2) /Q(|Vu|p —yc(z)|ulP) dz > 0.

Assume by contradiction that (Py) has a solution w. By (9.1) and (9.2), and using that h = 0 and u > 0, we
have in particular

/Q(|Vu7|p — ”ylc(x)|u7|p) dx = 0.



A P-LAPLACIAN PROBLEM WITH CRITICAL GROWTH IN THE GRADIENT 27

This implies that u~ = k¢ for some k € R and ¢; the first eigenfunction of (1.2) and hence, either u = 0
or u < 0. As h # 0, the first case cannot occur as 0 is not a solution of (Py). In the second case, as h = 0,
we have

/ h(z)u™ dx >0
Q
which contradicts (9.1), (9.2) and p > 0.

ii1) Suppose by contradiction that u is a non-negative solution of (Py). As in the proof of i), we prove
u > 0 and hence, there exists D; > 0 such that v > D1d with d(x) = dist(x,0). Let ¢1 > 0 be the first
eigenfunction of (1.2). As ¢; € C'(Q), we have Dy > 0 such that p; < Dyd. This implies that £L € L>(Q)

and —£L; € WP (Q) with

() =) v n(2) 7

up—1 i

Hence we can take ufil as test function in (Py) and we have that
P ol ol -2
)\/Q c(z)pl do + /Q [M|Vu|p + h(x)} o= dx = /Qv(ul’—l ) [Vu|P~*Vudz.

On the other hand, applying Proposition 2.4, we obtain

it -
wl/ﬂc(x)gofdx:/QWgoﬂpdwz/QV(up—il>|Vu|p *Vu dz.

Consequently, gathering together both inequalities, we have the contradiction

(9.3) 0= (=) [ cla)fde> [ [WVul? + hw) L do > 0.

upP

O

Corollary 9.3. Assume that (A2) holds. If, for some X > 0, (Py) has a solution uy > 0 then (Py) has a
solution.

Proof. Observe that uy is an upper solution of (Fp). By Proposition 4.2, we know that (Pp) has a lower
solution o with o < uy. The conclusion follows from Theorem 2.1. O

Corollary 9.4. Assume that (Az2) holds with h =2 0. If (Px) has a solution for some X € (0,71), then (Pp)
has a solution.

Proof. Tf (Py) has a solution u, by Lemma 9.2, we have u > 0. The result follows from Corollary 9.3. O

Proposition 9.5. Assume that (Py) has a solution ug € Wy () N L>(Q) and suppose that (As) holds with
h 2 0. Then there exists A < y1 such that:
i) For every 0 < X\ < )\, there exists v € Cé’T(ﬁ), for some 0 < 7 < 1, with v > 0, which is a local
minimum of Iy in the Wol’p—topology and a solution of (Qx).
ii) For \ =X, there exists u € Cy" (Q), for some 0 < 7 < 1, with u > ug, which is a solution of (Py).
iii) For X > X, the problem (Py) has no non-negative solution.

Proof. Defining
A = sup{\ : (Py) has a non-negative solution wu},
we directly obtain that, for A > X, the problem (P)) has no non-negative solution and, by Lemma 9.2 4i), we
see that X\ < ;. Moreover, arguing exactly as in the first part of Proposition 9.1, we deduce that
p—1

; (e7™1™ — 1) € Wy P(2) N CH(R)

Vo =

satisfies vy > 0. Now, fix A € (0, )).
Step 1: 0 is a strict lower solution of (Q)).

The proof of this step follows the corresponding one of Proposition 9.1.
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Step 2: (Q)) has a strict upper solution.

By the definition of X\ we can find § € (A, \) and a non-negative solution us of (P;5). As above, we easily
see that

1, . _
v = L2 (75T — 1) € WHP(Q) N C(Q)

is a non-negative upper solution of (Q,) and vs > 0. Moreover, if v is a solution of (@) with v < vy,
Theorem 2.2 implies that v < vs. Hence, vs is a strict upper solution of (Py).

Step 3: Proof of i).
The conclusion follows as in Proposition 9.1.
Step 4: Ezistence of a solution for A = \.

Let {\,} be a sequence with \, < X and A, — A and {v,} be the corresponding sequence of minimum of
I, obtained in i). This implies that (I} (vn),p) = 0 for all ¢ € WyP(€). By the above construction, we
also have

I, (o) < 1, (0) = =2 [ he)
A Un) = 1N, = - x)dx.
e Ja

Arguing exactly as in Lemmata 8.1 and 5.3, we prove easily the existence of v € VVO1 "P(Q) such that v, — v
in Wol’p(Q) with v a solution of (Q,) for A = X\. As v, > 0 we obtain also v > 0, and, by Lemma 5.2, we
have the existence of a solution u of (Py) with u > 0. As w is then an upper solution of (Py), we conclude
that u > ug.

Step 5: A< Y-
As by Lemma 9.2, the problem (Py) has no solution for A\ = 71, this follows from Step 4. O

Proof of the second part of Theorem 1.5. By Lemma 9.2, we have ug > 0. Let us consider X € (0,7;)
given by Proposition 9.5. Hence, for A < ), there exists a first critical point u;, which is a local minimum
of In. We then argue as in the proof of the first part to obtain the second solution ug of (Py). By Lemma
9.2, these two solutions satisfy u; > 0 and, by Theorem 3.1, we conclude that u; > ug. Now, for A = X,
respectively A > X, the result follows respectively from Proposition 9.5 ) and 4ii). O

Proof of Theorem 1.6. Part 1: Case A € (0,~v1).

Step 1: There exists k > 0 such that (Px ) has at least one solution.
Let Ao € (A, 71) and § small enough such that

1 p—1 I 1 p—1
Ao sP 2)\(—# (1+p_1s)1n(1+p_1s)) , Vs €[0,4].

Define w as a solution of
(9.4) — Apyw = Ao e(z)|w]P 2w + h(z), we WP(R).
As Ay < 71, we have w > 0.
For [ small enough, B = lw satisfies 0 < 8 < § and, for k such that (P~! > (1 + p%l&)p_lk, it is easy
to prove that g = p—;1 In (1 + pLB) is an upper solution of (Py ;) with 8 > 0. As 0 is a lower solution of

1
(Py k), the claim follows from Theorem 2.1.

Step 2: For k > ko, the problem (Pxj) has no solution.

Let u be a solution of (P ). By Lemma 9.2, we have w >> 0. This implies that u is an upper solution of
(Po,k).- As 0 is a lower solution of (Pp ), by Theorem 2.1, the problem (FPp ) has a solution and hence, by
Proposition 7.1, m,, > 0 which means that k < ko. This implies that, for k£ > ko, the problem (P, ;) has no
solution.
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Step 3: k = sup{k € (0, ko) : (Pr) has at least one solution} < ko.

Assume by contradiction that k = ko. Let {kn} be an increasing sequence such that k, — k, ky > %E
and there exists {u,} a sequence of solutions of (P, ). As in the previous step we have that u, is an upper
solution of (P, %E)- By Theorem 3.1, we know that u, > ug with ug > 0 the solution of (P, %E)- Now, let

¢ € Wy (Q) NC(Q) with ¢ > 0 and
_ —1
(p—l)p / Vol dz = kO/ h(z)$? da.
2 Q Q

Using ¢ as test function and applying Young inequality as in the proof of Proposition 7.1, it follows that

—1\p-1
(p—)p /|V¢|pd:1:2/|Vun|p_2VunV(|¢|p)dx—u/ B[P |Vt |P dac
2 Q Q Q

_ -2
_)\/Qc(ac)|un|p unqﬁpdx—i—kn/ﬂh(ac)qﬁpdx

> / (@) [uo [P~ 2uod? dz + ki / h(z)¢” da.
Q Q

Passing to the limit, we have the contradiction
— 1\pr—1 — 1\p—1
(p—) / V[P do > )\/ c(@)|uo [P 2uee? dz + (p—) / V[P da.
H Q Q K Q
Step 4: For k > k, the problem (Px) has no solution and for k < k, the problem (Px) has at least two
solutions w1, ug with u; > 0.

The first statement is obvious by definition of k. Now, for k& < &, let k € (k, k) such that (P ) has a

solution u. By Lemma 9.2, we have 4 > 0. Then, it is easy to observe that 8, = (%)Fllﬂ and o = U are
both upper solutions of (P ;) with 0 < 81 < Ba.

Observe that 0 is a strict lower solution of (Py ). As 81 > 0 is an upper solution of (P ), by Theorem
2.1, the problem (Py 1) has a minimum solution u; with 0 < u; < ;.

In order to prove the existence of the second solution, observe that if 2 is not strict, it means that (Py j)
has a solution ug with us < B2 but us & B3. Then uy # u; and we have our two solutions. If 5 is strict, we
argue as in the proof of Theorem 1.5.

Step 5: The function k()\) is non-increasing.

Let us consider \; < Ao, k < k(\2) and 4 > 0 a solution of (P, 7)- It is easy to prove that @ is an upper
solution of (P, ). As 0 is a lower solution of (P, ;) with 0 <4, by Theorem 2.1, the problem (P, ) has
a solution. This implies that k(A1) > k(Az2).

Part 2: Case A = ~;.

By Lemma 9.2, we know that the problem (P,,) has no solution for £ > 0. Moreover, by (9.1), we see
that if (P,,) with » = 0 has a non-trivial solution, then v 2 0 and hence, by the strong maximum principle
u > 0. Arguing as in the proof of iii) of Lemma 9.2, we obtain the same contradiction (9.3).

Part 3: Case A > 1.
Step 1: There exists k > 0 such that (Py k) has at least one solution u < 0.
By Proposition 2.3 with h = h, there exists dp > 0 such that, for A € (y1,71 + do), the solution of

(9.5) — Apw = Ae(@)|w]P 2w + hz), we WP (Q),
satisfies w < 0. Let us fix A\g € (71, min(y; + do, A)) and § small enough such that
_ ~1 p TN it A K
)\s”252)\‘p—1+ s)In (1 + s’ 1+ s)In (1 + s), Vsel[-4,0].
o L L m )T w1 ), Yee a0

Define w as a solution of

(9.6) — Apw = Ao c(@)|w|P 2w + h(z), ue W, P(Q).
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As v1 < A < 71 + 6o, Wghavew<<0. _

For [ small enough, f = lw satisfies — min(J, p7—1> < B <0 and, for k < [P~! it is easy to prove that
B = % In (1 + p—flﬁ) is an upper solution of (Py ) with 5 <« 0. By Proposition 4.2, (P ;) has a lower
solution o with a < 8 and the claim follows from Theorem 2.1.

Step 2: For k large enough, the problem (Pj ) has no solution.

Otherwise, let u be a solution of (Py ). By Lemma 4.1 and Remark 4.1, we have M > 0 such that, for
all k > 0, the corresponding solution u satisfies u > —M,. Let ¢ € C}(Q) with ¢ > 0. Using ¢ as test
function, by Young inequality as in the proof of Proposition 7.1, it follows that

p—1\r~t p p—2 P\ Jo P17y, [P
(—H ) /Q|V¢| d:EZ/Q|Vu| VuV(¢P) dx M/QQS |Vul|P dx
— pP—2,, 4D D
)\/Qc(ac)|u| ugp dw+k[zh(x)¢ dx
_ p—1 D D
> —\M /Qc(a:)gb da:—|—k/ h(z)¢P dx.

Q
which is a contradiction for k large enough.

Step 3: Define ki = sup{k > 0 : (Px) has at least one solution u < 0}. For k < ky, the problem (P .})
has at least two solutions with u; < 0 and minug < 0.

For k < ki, let k € (k, k1) such that (Py ;) has a solution @ < 0. It is then easy to observe that 81 = @

and B = (%)ﬁ& are both upper solutions of (P ) with 81 < 82 < 0.

By Proposition 4.2, (P ) has a lower solution o with o < 8; and hence, by Theorem 2.1, the problem
(Py k) has a minimum solution u; with o < wu; < 8.

In order to prove the existence of the second solution, observe that if 8, is not strict, it means that (P )
has a solution uy with us < o but us & B2. Then us # u; and we have our two solutions. If fs is strict, we
argue as in the proof of Theorem 1.5.

Step 4: Define ky = sup{k > 0 : (Pxx) has at least one solution}. For k > ko, the problem (Px) has no
solution and, in case k1 < ka, for all k € (k1,k2), the problem (Py ) has at least one solution u with u € 0
and minu < 0.

The first statement follows directly from the definition of ko. In case k1 < 152, fork € (12:1, 152), let k € (k, 12:2)
such that (P, ;) has a solution %. Observe that % is an upper solution of (P ;). Again, Proposition 4.2 gives
us a lower solution a of (Px) with a < @ and hence, by Theorem 2.1, the problem (P, ;) has a solution w.
By definition of k1, we have that u < 0 and by Lemma 9.2, we know that minu < 0.

Step 5: The function ki()\) is non-decreasing.

Let us consider A\ < A, k < 151()\1) and u < 0 a solution of (Py, k). It is easy to prove that u is an upper
solution of (P, ). Again, applying Proposition 4.2 and Theorem 2.1, we prove that the problem (P, ;) has

a solution u < 0. This implies that k1 (M) < 12:1(/\2). O

APPENDIX A. SUFFICIENT CONDITION

Lemma A.1. Given f € L"(Q), r > max{N/p,1} if p£ N and 1 <r < oo if p= N, let us consider

Br) = ( [ (vup = f@)hu?) ds)”

for an arbitrary u € Wy P(Q). It follows that:
i) If 1 <p <N and || f*||n/p < Sn, Ef(u) is an equivalent norm in WyP().
i) If p=N and ||f*||, < Sy, Ef(u) is an equivalent norm in Wy (Q).
iii) If p> N and ||f*|y < Sn, Ef(u) is an equivalent norm in Wy (Q).
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where, for p # N, Sy denotes the optimal constant in the Sobolev inequality, i.e.

Sy = inf{||Vu||§ cu € WyP(Q), |u

10*21}7

and, for p= N,

Sy = inf{nvung cu€ Wo(), ull o = 1} .

Proof. We give the proof for 1 < p < N. The other cases can be done in the same way. First of all, by

applying Hoélder and Sobolev’s inequalities, observe that, for any h € L (), it follows that

1
/ h(@)ulPde < [|h]| x [[ullp. < <2~ [Vl
Q P SN P

On the one hand, by using this inequality, observe that

[ (9 = o) as < (14252,

On the other hand, following the same argument, we obtain that

[Vul? — f(z)|ul” ) dz > [VulP — f*(@)|ul? ) dz > [ul[P(1 - w = Alful/
Q Q SN

with A > 0 since ||fT||x < Sny. The result follows. |

As an immediate Corollary, we have a sufficient condition to ensure that m, > 0.

Corollary A.2. Recall that m, is defined by (1.1). Under the assumptions (A1), it follows that:

i) If 1 <p < N, then |[|h*||n/p < (p;#l)p_lSN implies my > 0.

i) If p= N, then ||ht], < (pﬂ;l)p_lSN,q implies my > 0.
i) If p> N, then ||ht]1 < (%)pilSN implies m, > 0.
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