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Abstract The advantage of tangible interaction is that

it allows people to interact naturally. Tabletops are a

collective support which can be used by several people

simultaneously. In previous work, tabletop and tangible

interaction were shown to be of interest in the learn-

ing process; the previous application was based on a

classification task helping very young children in the

recognition and learning of colors on one tabletop. This

paper concerns distribution between connected table-

tops. In order to provide a supervision tool in our case,

this paper proposes more generally to distribute user

interfaces between interactive tabletops which use tan-

gible interaction. A design model is proposed for this

type of system and is applied to design a distributed

application for children and a supervisor on two interac-

tive tabletops. An evaluation, with twelve test groups,
each composed of three participants, has involved a dis-

tributed application for the learning and recognition of

colors. This study is supported by observations, trace

analysis and questionnaires. In the study, we analyze

if design choices, guided by the model and providing

generic objects, allow the users to interact remotely,

easily and understandably. The user satisfaction when

using the distributed tangible tabletops, is also studied.

After the discussion, a conclusion and future works are

proposed.
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1 Introduction

Computers are being used in schools with increasing

frequency. Today, there are not only calculators in the

classrooms; lots of interactive whiteboards, tablets and

robots are integrated in the school teaching material. In

France, for example, certain schools known as “smart

schools” have been providing education with a com-

puter for each child [45]. For several years now, the

same approach has been observed in many European

countries, the United States and other countries [20,

23,30].
The interest in using tables in education (in a general

way) is not new. For example, the work of Thomson

et al. [61], Ampofo et al. [2] and Fyhri et al. [16] has

shown that the table (a standard table though not an

interactive tabletop) is a good way to recreate the real

environment and expose children to interesting traffic

situations; Fyhri et al. use the table concept (e.g. a

model with objects representing road traffic) to raise

children’s awareness of road traffic problems.

Since the development of the first tabletops, research

works have shown that this type of platform is adequate

to share interaction between several people [47]. Large

screens allow several people to be around the table-

top [48,44]. The application can be collaborative or not.

In many cases, team members often need to exchange

ideas [52], work on common tasks [54] or be informed

about the progress of a task [70]. Some work has been

done on the subject concerning the flow of information

between users and platforms, see for instance [8].

The pedagogical values of object manipulation have
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Fig. 1 A serious game dedicated to microbiological wasting

been promoted by Montessori [10]: “Children build their

mental image of the world, through the action and mo-

tor responses; and, with physical handling, they become

conscious of reality”. In addition, research has shown

the interest of handling and using objects when ap-

plied to children’s education [1]. In their comparative

study between GUI and TUI, Sylla and colleagues con-

cluded that the tangible interface was capable of pro-

moting a stronger and longer-lasting involvement hav-

ing a greater potential to engage children [59]. Typi-

cally, tabletop technology usually proposes a tactile in-

teraction. We focus in this paper on tangible interaction

which allows the user to interact with physical (tangi-

ble) objects. Several authors have explained the basic

principles linking tabletop and tangible interaction, see

for instance [28,67,39]. One advantage of tangible in-

teraction is that physical objects can be kept on the

tabletops, contrary to fingers which cannot remain in

the same place over a long period. Keeping the posi-

tion makes it possible in a certain manner to maintain

information on the tabletop. For instance, in [22] the

interactive tabletop is used to play with microbiologi-

cal materials in order to learn the wasting of contami-

nated products which must be handled and recycled as

shown in Figure 1. In another domain [31], the tabletop

is used to simulate road traffic. In this case, the vehi-

cles are virtual and the road signs are tangible, Figure 2.

Tangibility is, for instance, particularly interesting for

a classification task: groups of tangible objects can be

easily located on the tabletop (whether already placed

in adapted zones or not) and then manipulated if nec-

essary; the correct and incorrect placements can also

be dated and recorded for later analysis. With tactile

technology, it is not really possible to maintain a posi-

tion for a long time. Other differences and advantages

brought by tangible interaction are available in [4,25,

26,56,39].

Our motivation in this paper is the following. In pre-

vious work, we demonstrate the advantages of using

tangible interaction on interactive tabletops with tan-

gible objects in an educative context [32,36]. The study

was carried out with children in an ecological context,

Fig. 2 A simulator of road traffic with tangible objects on
interactive tabletop

in their classroom with their usual supervisor/teacher.

The task used for the study was a simple classifica-

tion task. In order to continue this research, the goal is

now to provide one or several users (teachers, parents...)

with the means to supervise and interact with a remote

group of users, who are not necessarily children, per-

forming a task via the interactive and connected table-

tops. In this case, the user interface is distributed on

the two connected tabletops. Such a distribution of a

tangible application is a challenge because a tangible

object on one tabletop cannot be tangible on another;

such objects necessarily have a different and adapted

representation and/or behavior on separate tabletops.

The objective of this paper is to contribute to the design
of distributed interaction between tabletops, in which

the classification task on the first tabletop is supervised

on the second one. This distribution can be useful to

extend the display and the interaction surface. The dis-

tribution can also be remote to encourage exchange be-

tween non-located users. The paper focuses on this sec-

ond configuration and extends work is presented in [6].

Section 1 proposes related work on design models ded-

icated firstly to tangible interaction and secondly to

distributed user interfaces. In section 2, we propose a

design model for distributed application on tabletops

with tangible interaction that provides remote collabo-

ration. Section 3 details how the model is used to design

(or in our case to adapt) an existing application to be

distributed. In this section we introduce some tangible

objects, called tangigets, initially defined by Caelen and

Perrot in [11] and Lepreux et al. in [41]. The evaluation

is presented in section 4 in order to validate tangigets

and distribution options. A discussion is proposed be-

fore concluding and proposing research perspectives.
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2 Related Work on Design Models

This section includes two parts: (1) design models rela-

tive to tangible interaction and (2) design models ded-

icated to distributed interactive systems.

2.1 Design Models relative to Tangible Interaction

Different design models relative to tangible interaction

have been progressively proposed in the literature. The

most representative are resumed here.

Tangible User Interfaces (TUIs) differ from Graphical

User Interfaces by a most important use of the percep-

tual haptic system. The items are not primarily graphic

- and therefore perceptible only by sight but also, for

some of them, perceptible in space by touching. Ullmer

and Ishii differentiate these elements by giving them

respectively the tangible and intangible denominations

in their MCRit (Model-Control-Representation intangi-

ble and tangible) model; this model was called MCRpd

(Model-Control- Representation physical and digital) [62]

though the initial terminology has been modified in [64].

In addition, Ishii and Ullmer identified three different

types of haptic feedback [27]; these have been modeled

in [22].

In other works, Ullmer et al. [63] identified three types

of TUIs: (1) Interactive Surfaces, (2) Constructive As-

semblies (interconnections of modular physical elements),

(3) Tokens + Constraints (Tokens are physical objects

that represent digital information or operations; they

are spatially reconfigurable). Fitzmaurice et al. propose

the concept of graspable user interfaces [15]. A gras-

pable object is composed of at least one physical arti-

fact (called brick) associated with a virtual object. The

bricks can be seen as input devices; they are tracked by

the host computer which can capture the linked infor-

mation and send/relay it to the application. Depending

on the number of bricks used for an object and/or func-

tion, it is possible to define whether the interaction is

unimanual or bimanual.

Holmquist et al. [24] determine a vocabulary to identify

three different types of physical objects giving access

to digital information and functions (stored outside the

objects). These types of objects are: Containers, Tools

and Tokens. These authors subsequently define a sys-

tem they call Token-Based Access to Digital Informa-

tion. This system is composed of (1) a set of physical

objects, called tokens, representing digital information,

(2) a set of interfaces, called information faucets, con-

necting the tokens to digital information.

Shaer et al. [57] propose the TAC (Token and Con-

straints) paradigm. It allows the analysis of the TUIs

via the possible relationships between physical and vir-

tual elements. For this, Shaer et al. define different cat-

egories of items: (1) Pyfo (physical object that can be

made of other physical objects), from the token or con-

straint category, (2) Variable (which represents digital

information or computational function and can be cou-

pled with a pyfo), (3) TAC (relationship between a to-

ken, variable and one or more constraints). Different

rules are also defined for the categories of items. Since

the first proposition by Ishii and his colleagues, different

approaches have been proposed to model the elements

implicated in tangible interaction: the TUI themselves

and their associated components. These authors pro-

pose very important basic concepts for tangible inter-

action design. We can cite the separation between tan-

gible (or physical) and intangible (or virtual or digital)

information. However, the role of the object (tangible

or virtual), the link with the task and the type of task

(business task or functional task), is not clarified. More-

over, these models do not provide a concrete solution

in the case of distributed tangible interaction.

2.2 Design Models dedicated to distributed interactive

systems

In the context of multi-devices and user interface adap-

tation, many works [21,43,49,55,66] propose using model-

based design to support Distributed User Interfaces.

They distinguish adaptation (i.e. distribution) at design

time vs. at runtime. In these works, the multi-devices

correspond to cross-devices, i.e. there is only one UI

at any given time; the change of context is character-

ized by a change of platform (device). We need, in this

paper, distributed UI with eventually many UIs at a

given time. For example in [53] the user interfaces are

distributed across many devices co-located on a table

and equipped with a lamp (which is the instrument that

captures the device presence).

With the development of Ambient Environments, some

works are focused on distribution in this context [42,

65]. In such environments, the UIDL (User Interfaces

Description Language) has an important role. Luyten

et al. [42] use UIML, whereas Vanderdonckt et al. [65]

base their works on the UsiXML project. In our context,

the UI is managed by a Multi-Agent System using the

XML language [37]. These works are thus compatible.

In web development, mash-ups have been developed to

support certain types of distribution [13]. With mobile

applications, the distribution is performed between a

set of mobile devices on a table. For example in [69,

68], a motion capture device and a coordination server

make it possible to distribute information between a set
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Fig. 3 An illustration of different design choices to distribute tangible interaction

of mobile devices each equipped with a dedicated mo-

bile application.

In the distributed domain, the choice relative to privacy

vs. the sharing of the information is crucial [50,29]. In

our point of view, the choice has to be made according

to the task(s) and the user(s); a task model includ-

ing collaboration tasks is usable to make these design

choices. Note that in [60] some discussions are relative

to usability and collaboration in DUI. Among the guide-

lines to consider proposed by Penichet et al. [51], one is-

sue is the distribution of shared and private workspaces

to support balanced participation in face-to-face collab-

oration. This guideline needs however to be specified.

Grolaux et al. [18] propose to characterize detachable

User Interfaces with four properties: Detachability, Mi-

gratability, Plastifiability, Attachability. They suggest

using these different choices in order to assemble or

distribute UI Components of GUI applications. This

definition is more general than the DUI that we con-

sider. The definition proposed by Melchior [46] is closer

to our view: “A Distributed User Interface (DUI) is de-

fined as any application User Interface (UI) whose com-

ponents can be distributed across different displays of

different computing platforms that are used by different

users, whether they are working at the same place (co-

located) or not (remote collaboration)”. In this work,

Melchior proposes some distribution primitives which

are based on the syntax defined through an Extended

Backus Naur Form (EBNF) grammar.

Penichet et al. [51] prefer the definition provided by [14]

in [17] where DUI was then described as a user interface

whose components are distributed across one or more of

the dimensions input [so called input redirection], out-

put [so called display or content redirection], platform

[i.e., architectures, operating systems, networks, etc.],

space [i.e., co-located or remote interactive spaces], and

time [synchronous or asynchronous].

Branton et al. [7] propose a framework named Ensem-

ble. The Ensemble architecture is designed to encour-

age exploratory development by limiting the impact

of changing components. The Ensemble architecture is

comparatively lightweight, cross-platform, and capable

of modeling a number of interaction styles and design

patterns. They use Open Sound Control (OSC) mes-

sages to manage the communication between UI com-

ponents.
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Shmorgun et al. [58] propose to capitalize knowledge

about DUI, in particular concerning design problems, in

order to provide design patterns. This work is promis-

ing. The work presented in this paper could be inte-

grated in such a research framework in the future.

Finally, some works deal with the DUI in the context of

Tangible interaction on surfaces. De La Guia et al. [19]

propose to couple tangible interaction, tablets and DUI.

This work implies users with disabilities. The main dif-

ference between tablet and tabletop is privacy and the

possible number of users around the surface. Kubicki

et al. [34] show, through a model of context, the speci-

ficities of tabletops interacting with tangible objects,

especially in a distributed context. Lepreux et al. [40]

detail the tangiget concept proposed by [11] in order to

equip tabletops with generic objects which are usable

in different applications. Various concepts, properties

and frameworks have been proposed, though most of-

ten without explicit solutions if different interconnected

tabletops using tangible objects are involved.

2.3 Objectives

In section 2.1, several reference works were presented.

They do not however detail the role of the objects.

Moreover, they do not provide explanations about how

to implement them in a distributed context. In parallel,

as explained in Section 2.2., the researchers are very ac-

tive concerning distributed interactive systems but are

not so precise with the tangible interaction. To cross

these two domains in HCI, one of our previous contri-

butions was to propose different categories of generic

tangible objects called tangigets, which can be used in

different applications [41].

In this paper, from this state of the art, our first ob-

jective is to propose basic principles to express design

choices in the case of UI distribution between tabletops.

Specific tangible objects (also called business objects)

and generic tangible objects (tangigets) are considered;

a set of generic tangible objects are used to support

collaboration between users on different tabletops. Our

second objective is to apply the approach concretely

in an application distributed on two tangible tabletops

and to validate it with several groups of users.

3 Proposition of a Design Model dedicated to

distributed tabletops with tangible objects

In this paper, the main question addressed is: “How to

distribute the tangible and the virtual objects?”.

Fig. 4 The (tangiget) erase

Fig. 5 The (tangiget) erase is illustrated on a classification
application

This section proposes a design model bringing a solu-

tion in the case of connected tabletops.

3.1 Design of application with tangible objects

A tangible application is composed of tangible and vir-

tual objects which manage the display. A tangible ob-

ject may be associated to a virtual object in order to

provide feedback to the user. Other virtual objects are

independent of tangible objects.
Moreover, we can distinguish two types of tangible ob-

jects: (1) Business objects dedicated to the application;

they are designed according to the task analysis. For

instance, Figure 11 shows such objects: these cubes

with pictures are specific to the classification task; (2)

Tangigets, defined in [41], are generic objects which can

be reused in several applications (as copy-cut-paste in

GUI). Notably, remote collaboration between users on

tabletops is carried out by the use of a set of generic

objects (tangigets). The aim of these tangigets is to

support an inter-user dialogue using only features of-

fered by interactive tabletops. An example of a tangiget

is the rubber (Figure 4). This object is used to cross

out an incorrect category in the classification appli-

cation (Figure 5), and to erase the street names in

another application dedicated to road traffic manage-

ment [31] (Figure 6). In this paper, we focus on the

following tangigets. Identification tangiget is used to

identify users who are currently using the collaborative

application and want to enter into collaboration with
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Fig. 6 The (tangiget) erase is illustrated on a road traffic
management application

other users. Task assignment tangiget is used to orga-

nize tasks between different users of the collaborative

application. Starting synchronization tangiget is used

to synchronize the start of the activity distributed on

connected tabletops. Display Mode tangiget is used to

change the display of the main interface according to

the user needs. Request help tangiget is used to ask for

help or ask a question about a step or a detail of the

collaborative activity. Provide help tangiget is used to

offer help about a step or detail following a request. End

task tangiget is used to mark the end of a task and/or

to switch to another task.

3.2 Distribution choices of distributed application on

tabletops

To illustrate the various possibilities, Figure 3 shows

a global illustration of design choices. The figure shows

two tabletops with tangible objects. In this illustration,

tangible objects and virtual objects that do not have a

real signification because they are not associated to a

task.

Objects can be classified in two categories: (1) virtual

objects and (2) tangible objects. We consider here that

actions can only be launched in the application by tan-

gible objects1. Virtual objects correspond to the visual

display on the screen of the tabletop2.

Distribution choices for a virtual object are the follow-

ing:

– dedicate the virtual object to a local interactive

tabletop; the virtual object is not displayed on re-

mote tabletops;

– duplicate on all interactive tabletops to have a global

impact. The virtual object can give the same output

on all tabletops or can be adapted to the situation.

In this case, it can be different in order to give more

information to distant users. For instance, in a clas-

sification task, a tangible object shows (i.e. is asso-

ciated with) a virtual object on the local tabletop

1 Because this work focuses solely on tangible interaction
without touch.
2 They can also be video-projected onto the surface of the

tabletop, as in [31].

which is just a feedback of its presence (and effec-

tive detection by the RFID sensors). However, on

the distant tabletop, this feedback is not sufficient

because the tangible object is not present. So to

have the feedback of the presence of a tangible ob-

ject on a distant tabletop, a picture corresponding

to the tangible object is better adapted and under-

standable for the users of this distant tabletop.

Concerning the tangible objects, the design choices are:

– duplicate the tangible objects to be used on all in-

teractive tabletops with local effect;

– duplicate the tangible objects to be used on all in-

teractive tabletops with global effect;

– dedicate the tangible objects to be used on only one

interactive tabletop with local effect;

– dedicate the tangible objects to be used on only one

interactive tabletop with global effect.

The choices are made according to the task. If the task

is collaborative or shared, the virtual objects should be

shared (duplicated) between users, so appear on dis-

tributed tabletops (global effect). The role of the tan-

gible object corresponds to the action used to achieve a

task, so it is important to know who or where the action

has to be performed (dedicated vs. duplicated). Finally,

some tasks can be useful only on the local tabletop. In

this case, the object is active on only one tabletop, in-

dependently of other ones.

For instance, an identification tangiget is dedicated to

each participant. It allows the identification of users.

Each participant can use his/her identification tangiget

in order to inform of his/her presence in the interac-

tion. The application can use this information in order

to adapt the local display to his/her preferences accord-

ing to other participants and also the task. In a dis-

tributed context, the adaptation also concerns the dis-

tant platform in order to inform distant users of his/her

presence. The Figure 7 shows a model of the message

exchanges between the actors and the two tabletops in

the case of interaction between tabletops when using

this tangiget. The description is sufficiently general in

order to facilitate reuse in multiple applications.

3.3 Meta-model

In order to formalize the design choices, we propose a

meta-model presented in Figure 8. The model presents

three packages: task, objects (tangible and virtual) and

distribution choices. The relations between all classes

make it possible to guide the designer in order to make

choices about the distribution.

For instance, to carry out an interactive task, at least
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Fig. 7 The sequence diagram modeling the Identification tangiget

Fig. 8 The class diagram modeling the design choices

one tangible object is needed. This tangible object can

be linked with one or many virtual objects to make

the outputs. In a distribution situation, the tangible

object can be duplicated (distribution mode) on several

tabletops or dedicated to one tabletop.

4 Case study: Design of DUI on two RFID

tabletops

This section begins with information concerning the im-

plementation. The user tasks are then described. We

also explain distribution choices concerning business

objects, and concerning tangigets.

4.1 Implementation

As Distributed User Interface (DUI), we use two Tangi-

Sense interactive tabletops allowing tangible interaction

[33] 3. These tabletops use RFID technology to recog-

nize tangible objects placed on the surface, as shown

in Figures 9 and 10. In this paper, the contribution is

not on the technology used because design models are

generic and could also be used with a optical tangi-

ble detection. Nevertheless, we justify that these table-

tops with RFID capture system used in our research

bring some advantages. One of the main characteristics

of RFID technology is the notion of safety. Indeed, as

the RFID tag is unique, an object X cannot be detected

as being an object Y. RFID technology also makes it

possible to superimpose flat objects on each other and

to have an object like a “basket”, with an RFID tag,

in which we could deposit other objects (also tagged).

The tabletop is then able to determine the contents of

the basket and to define precisely all of the objects it

contains. Another advantage of RFID is that it allows

the storage of information directly in the objects [35].

We can add that the movement on the tabletop is free

because it does not imply overlap with the detection

system.

The application uses a multi-agent system in order to

manage remote platforms, the role of objects (asso-

ciated to an agent) [37] and to manage the connec-

tion [38].

4.2 User tasks

The application used in our study is a distributed ver-

sion of an application on an RFID tabletop allowing

3 designed by the RFidees Company; see www.rfidees.fr
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Fig. 12 The activity of the remote user modeled by a UML diagram
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Fig. 9 The interactive tabletop with the children view

Fig. 10 The interactive tabletop with the Parent view

Fig. 11 The (business) objects to classify which have lost
their color, and the four categories

the learning and recognition of colors; the initial ver-

sion was presented in [32,36]. Most of the evaluation

results are available and evaluated in [36]. The learn-

ing application is for childhood learning (in compliance

with the teaching curriculum for preschools in France).

A teacher proposed a simple application, in which chil-

dren must put a set of objects that “lost their color”

into the appropriate color box (the color box can be

seen in Figure 19). For example, a colorless image of

the sun would need to be placed into the yellow area.

A picture of objects is shown in Figure 11. The set of

objects are different for each child. There are four sets

of objects (the different pictures associated to each set

are shown in Figure 11). This exercise is appropriate

for children aged 2 to 5 years old. In the centralized

application, the child was required to determine what

the image represents, establish the image’s appropriate

color, and place the object in the corresponding color

box on the interactive tabletop. Once the objects are

placed, the child is invited by the teacher to verify them

with the business object Magician.

In the current paper, this application has evolved in or-

der to introduce distribution and supervision. The task

is now distributed between two tabletops. On the table-

top named children, the classification task is the same

as in the previous work, described in the last paragraph.

Some changes were made such as the collaboration area,

display area and some tangible objects in order to sup-

port the collaboration task. On the adult tabletop, a

parent, teacher or more generally supervisor can see

what objects are put on the children tabletop. This (or

these) user(s) can help the remote users specifically for

an object by crossing out the colored area not concerned

by the object, putting the magician to launch the an-

swer to the exercise. The activities are modeled by an

activity diagram (Figure 12). We can see that firstly,

the children place their identification objects to indi-

cate their presence. The supervisor places the category

objects to indicate which set of objects is for him/her.

The children can operate the classification while par-

ents or teacher supervise. And if a child has a difficulty

with an object, he/she puts the object in the white area

(collaboration area) in order to request help. The su-

pervisor can cross out a wrong area (one, two or three)

and when the child takes the object out of the collabo-

ration area, the supervisor can erase the crosses. When

the children have finished, they put another particular

object on the tabletop and the supervisor can place the

magician to launch the correction of the exercise.
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Fig. 13 Magician object

Table 1 Business objects

Business Objects Virtual vs. Tangible User

Cubes with picture tangible child
Color areas virtual all
Magician tangible teacher

4.3 Distribution choices concerning business objects

In the centralized learning application, business objects

are described in Table 1. Cubes present various col-

orless pictures. The final users are very young children

learning colors; they have to arrange the cubes in color

areas according to dominant colors.

These cubes are divided into four categories (one per

child); each category contains eight objects of varying

levels of difficulty. When the teacher (also called super-

visor or adult in this paper) who manages the practical

exercise, decides to stop or to guide the children, he/she

places the object called Magician on the tabletop.

When it comes to the same application in a distributed

mode, these business objects are kept and adapted ac-

cording to the design models proposed in Section 3.

Some choices are made concerning these business ob-

jects (cf. Table 3).

We consider two tabletops, one dedicated to children

and another dedicated to the remote supervisor (teacher).

On the child tabletop, the task will remain almost the

same. Children have to put the cubes (tangible objects)

in the color areas (virtual objects). On the distant table-

top dedicated to the supervisor (adult user), the virtual

color area is duplicated and when a child puts a cube

on his/her tabletop, the picture is displayed to the su-

pervisor on the distant tabletop.

Once the children have finished placing all objects, the

supervisor on the distant tabletop can provide a remote

correction. In this case, the supervisor puts the magi-

cian object (not duplicated on the other tabletop as it

is associated to the teacher) on his/her tabletop. Mis-

placed objects will be crossed out on the child table

(global effect). If an area contains only objects that be-

long to it, its dominant color will be filled (Figure 13).

4.4 Distribution choices concerning tangigets

As described in the Section 3.2, the application uses a

set of tangigets useful for remote collaboration. Table 2

shows those objects and their main functionality in the

application.

Personal card (avatar). To identify each person on the

child table, users are asked to put their identification

object on the tabletop; it is a personal object or card

that expresses the identity of the holder. In the case

of this application (see Figure 14), an avatar4 is cho-

sen to represent each child (dedicated object). On the

adult table, the photo of the identified child is displayed

(global effect).

Category cube. Each set of eight cubes of colorless pic-

tures corresponds to a category. Four categories are

available: dotted, vertically striped, diagonally striped

4 created using a Playmobil R© figure.
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Table 2 Tangigets: task and behavior

User task Name of tangiget Tangible/Virtual Behavior

Identification Personal card Tangible Used to identify the person present remotely and ready to play
Task assignment Category cube Tangible Assign a goal (eg. category of objects) to the person identified
Starting Start object Tangible Start the application on the two
synchronization connected tabletops
Display Mode Focus Tangible Display the results of the exercise (textual representation)
Request help Collaboration Virtual Request remote assistance by placing

area in this area object(s) requiring help
Provide help Erase Tangible Offer help by crossing color areas
End task End exercise Tangible Indicate the end of the exercise for each user

Table 3 Business objects with distribution option

Business Objects Virtual vs. User Dedicated vs. Local vs.
Tangible shared/duplicated global effect

Cubes with picture tangible child dedicated on the children tabletop global effect
Color areas virtual all shared global effect
Magician tangible parent supervision dedicated on the Parent tabletop global effect

Fig. 14 Personal card: avatar

and triangle. Once a child is identified, the adult (super-

visor) places a multi-faceted object category (dedicated

object) on his/her tabletop with the picture of the se-

lected category on the top (Figure 15). The adult can

assign one category to each identified child. The picture

of the category is displayed on the child tabletop (global

effect). The category cube can also be used if the su-

pervisor wishes to display the remote placed colorless

cubes by category. When placed in the collaboration

area, the objects belonging to the selected category are

the only ones to be visible.

Start object. To synchronize the start of the application

on the two tabletops, the adult puts the Start object

(dedicated object) in the collaboration area (Figure 16).

The interface will be displayed at the same time for

users on interconnected tabletops (global effect).

Fig. 15 Category cube

Fig. 16 Start tangiget

Focus. The adult has an object called focus (dedicated

to his/her tabletop). When placed in the collaboration

area, the information provided by remote tabletop (chil-

dren tabletop) is displayed; in this application the in-

formation is the result by color area (Figure 17). This

tangiget helps the user on supervisor tabletop to iden-

tify the misplaced objects (local effect).

Collaboration area. This is the only tangiget (in this

application) which is only virtual and be used by other

tangible objects (Figure 19); its main role is to iden-

tify the tangible object placed on it and to display the

desired result according to this tangible object on the

remote tabletops. The display also depends on the stage
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Fig. 17 Focus tangiget

Fig. 18 End Exercise tangiget

of the exercise. This object is duplicated on all table-

tops; it is used to share information (global effect).

Erase. If the child encounters a problem with the iden-

tification of the color of a colorless cube, he/she puts

it in the collaboration area. The help request is then

displayed on the remote tabletop with the image of the

object in question (global effect). If the adult decides to

help him/her, he/she could eliminate the colored areas

which are unsuitable for the concerned object. He/she

places the erase tangiget (dedicated object) (Figure 4)

in the color area which is to be crossed out on all the

tabletops (global effect) (Figure 5).

End exercise. Once all the child’s colorless cubes are

placed on color areas, the child places his/her end exer-

cise card on the collaboration area (dedicated object).

A notification is then displayed on the adult tabletop

(global effect), so he/she can start the remote correc-

tion of the exercise (Figure 18).

To conclude with the application, one can notice that

to support distribution of shared and remote applica-

tions, tangigets are used with various combinations in

the choices. Table 4 gives the summary of choices made

in order to provide tangigets to such distributed appli-

cations. The following section describes the evaluation

performed to validate these choices.

5 Evaluation

As already mentioned, the learning application in a cen-

tralized context was evaluated in previous work [32,36].

Table 4 Tangigets: distribution choices

Name Dedicated One/all Local/global
of tangiget tabletop effect

Personal card dedicated one tabletop global effect
Category cube dedicated one tabletop global effect
Start object dedicated one tabletop global effect
Focus dedicated one tabletop local effect
Collab. area duplicated all tabletops global effect
Erase dedicated all tabletops global effect
End exercise dedicated one tabletop global effect

Fig. 19 The common areas: the four colored areas, the col-
laboration area and the two display areas

The evaluation concerns the supervision (adult table-

top) in order to validate the design choice dedicated to

the distribution. In order to facilitate the evaluation, all

users are adult. The children’s task is a simple classifi-

cation task. Its advantage is to imply adults. It was easy

in the protocol to ask participants with a child’s role to

make (simulate) errors in order to lead to supervision

and collaboration situations.

5.1 Protocol

We recruited twelve groups of three participants each,

who were not familiar with the use of tabletops. These

36 participants have a globally homogeneous level of

education (master’s degree level or higher). Each group

consisted of three people, two in the role of children

and the third to represent the adult. Members of each

group knew each other and had worked together before;

subjects were colleagues, friends, members of the same

family, or married couples. Participants were aged 23-
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49 years old (the average age was 27 years old)5 .

A presentation of the system and its functioning as well

as the functioning of each tangiget was given to the

twelve groups of three participants. It was followed by

a familiarization phase with the interactive tabletops

during which the participants were encouraged to try

the application and all items offered and to ask ques-

tions freely. After this phase of familiarization with the

system, tests were started with different scenarios pro-

vided. We designed three conditions that varied aspects

of the use of the help request and the correction of the

exercise. In these different conditions, instructions were

provided to users of the child tabletop. We aimed to get

a definite number of mistakes and requests for help.

To simulate a remote collaboration, participants were

located in the same room; the two tabletops were sep-

arated by a folding screen to prevent users of each

tabletop from seeing the contents of the other table-

top. Moreover, to prevent the Parent participant (su-

pervisor) from being disturbed by possible natural dis-

cussions coming from the child tabletop, he/she had a

headset with music.

After the study, each participant had to complete a

questionnaire. The questionnaire firstly concerned in-

formation on the usability aspects and user satisfaction

with the system. Secondly, he or she had to fill in more

specific information on generic objects, their ease of use

and significance in relation to their role set by the de-

signer.

5.2 Results

Observations. The evaluation was conducted in the lab-

oratory in a room equipped with interconnected table-

tops, a computer to run the interactive tabletop pro-

cess and cameras filming the progress of the test on the

interactive tabletops. Different types of data were cap-

tured, according to the steps illustrated in Figure 20.

As a first step (Figure 20 (1)), we began by evaluating

the usefulness of the tangigets used to collaborate re-

motely and to communicate the information and details

of the collective activity on the interactive tabletops.

The main goal of this step was to capture the under-

standing rate of each tangiget by his/her user either

through the significance of the object’s shape, opera-

tion or handling. Also, we wanted to test if the partic-

5 During this first evaluation, the choice was to involve only
adult participants, and to study the impact of tangigets and
distribution choices. For the adults (simulating children in
our case), the main task can be considered as a classical clas-
sification task. Previous evaluation involving children on the
classification task had already been validated by a previous
study [32,36].

Fig. 20 The protocol to capture observation data

ipant used the right tangiget at the right moment or

not during the collaboration. That is why the different

participants of the two interactive tabletops answered

different questionnaires. Indeed they did not use the

same generic objects.

For the second step (Figure 20 (2)), we had to study

and extract test statistics using an interactive appli-

cation. This application records the round played on

the two interactive tabletops. The viewer displays and

replays the round (cf. Figure 21). In fact this data al-

lows to measure the response times after each remote
communication (total time for each action or sequence

of actions), to study the time taken to understand the

feedback corresponding to each object put by the re-

mote collaborator and to calculate the error percentage

of the users of the distributed application. Figure 22

shows an example of interface statistics. The results

displayed on this Figure concern a particular game. On

the left part, the time, the number of errors and the

number of requests for assistance are displayed. Then

more precisely, on the left part, a graph shows the ob-

jects which cause difficulty and the number of errors.

On the right part a bar graph gives the color in which

the objects have to be placed. Finally, at the bottom,

the graph shows the rate of effectiveness of the eraser

tangible object.

For each game, an XML file is produced with different

parts. The first one is dedicated to the avatar, the sec-

ond to the start tangiget. The XML file also contains

the information concerning the placed objects and the

color of the area in which each was placed. The request
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Fig. 21 The main screen of the replay system

Fig. 22 The statistics screen of the replay system

help is mentioned with the name of the concerned ob-

ject. The answer with the eraser is also saved. Finally

the file contains the data concerning the using of the

“end of the task” tangiget. Finally the file contains the

activity evaluation by the magician business object.

The third step (Figure 20(3)) is based on the analysis

and deductions of the observer. It is to analyze the re-

play of the session and at the same time to analyze the

videos and photos recorded during the session in order

to link the user behavior to the reaction or the object

used to answer a remote communication. This analy-

sis will allow us to have an idea about the real user

understanding rate and if their answers (questionnaire)

correspond to their behavior during the use of the table.

Thanks to the third step, we report some preliminary

results in the following paragraphs.

Concerning the child tabletop, the participants on

the children’s side used the tangigets to communicate

with distant people and to ask questions about ob-

jects that are difficult to recognize (eg. lettuce, police

car, etc.). We noted some questions about unidentified

objects (requests for help between participants on the

child tabletop).

The frequent questions were for example “Which avatar

do you prefer to play with?”. Each Avatar is a Play-

mobil R© figure which allows identification of the user

- it is an identification tangiget. At this moment, the

Avatar was not affected to one user by the protocol.

The avatar could be fixed for a set of applications and

makes it possible to carry out a global adaptation to the

user since user data can be collected and reused con-

cerning his/her profile. In this case study, the Avatar

is dedicated to a user only for this application (as in

board games in general) and he/she has the choice of

his/her Avatar.

Other questions included: “Are bananas yellow or green?”

or “Are policemen’s clothes always blue?”. In these

cases, the question directly concerned the goal of the

application. The participants on the child tabletop pre-

ferred to question us before requesting help from distant

people.

And with “Put your object in the question space, I’ll

ask mine after you”, we can note that many participants

had to synchronize their demand on the child tabletop

because this task cannot be carried out twice at the

same time. Indeed, if two objects are placed in the syn-

chronization area (virtual object duplicated with global

effect), the distant people cannot react on the two ob-

jects at the same time. This task cannot be carried out

in concurrence with itself. In a single test, participants

on the child tabletop swapped their colorless objects by

mistake, and quickly noticed their error.

On the adult tabletop, the participants used the tangiget

items to meet the remote requests: category assign-

ment, offer of help and to guide children (distant partic-

ipants) by showing them the exercise correction when

they wished.

There was a reluctance to use some tangigets, however

after the first use, a frequent use of all the proposed

tangigets was noted. There were actions performed by

children to which some adult participants responded in

two different ways.

An example of this was the exercise correction; instead

of placing the magician (business object) to solve the

exercise (the magician studies each object automati-

cally with a positive or negative feedback), two adult

participants used the erase tangiget to cross out color

areas that contained misplaced objects (same goal, two

different ways).

There were no questions from the supervisor for two

reasons: (1) the participant on the adult tabletop was
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Table 5 Tangigets: questionnaire results

Question The object has a significant role The object is easy to handle Total

Likert Do not Tend to Fairly Tend to Strongly Do not Tend to Fairly Tend to Strongly
Scale agree disagree agree agree agree agree disagree agree agree agree

Personal card 0 2 1 5 16 0 1 0 4 19 24
Category cube 0 0 1 4 7 0 0 0 4 8 12
Start object 0 0 1 1 10 0 0 0 2 10 12
Focus 1 2 5 1 3 0 2 2 1 7 12
Collab. area 0 1 2 9 24 0 1 2 9 24 36
Erase 0 1 0 3 8 0 0 0 3 9 12
End exercise 1 1 1 7 14 0 0 0 3 21 24

alone so no conversation was possible; (2) the two table-

tops were located in the same room and this participant

was isolated with an audio headset so he/she could not

debrief while using the application. However, it was pos-

sible to debrief this participant during the questionnaire

step.

Questionnaire. A questionnaire was used to seek the

opinions of participants on the usability of tangiget ob-

jects, the meaning of objects, and ease of understanding

of the remote communication with the other tabletop.

We used a Likert scale with five points. The start order

of the tested scenarios was designed so as not to influ-

ence the user responses.

Questionnaires concerning the tested items were dis-

tributed to the users according to their roles in the ap-

plication. That is why the 12 participants on the adult

tabletop answered questions about five objects: Magi-

cian, Category Cube, Start, Erase, Focus. The 24 par-

ticipants on the child tabletop responded to questions
about the three objects concerned: Identification, col-

laboration area and End Exercise.

According to user responses for the question “The ob-

ject has a significant role”, we can classify objects into

two categories:

– Objects that have a high matching with their allo-

cated roles and forms are: Identification, Category

cube, Start, End exercise and Collaboration area;

– Objects that have a medium matching with their

allocated roles and forms are Focus, Erase and Ma-

gician.

According to user responses for the question “The ob-

ject is easy to handle” - note that this question is clearly

in relation with the distribution choices we can classify

objects into two categories:

– Objects whose shape is very good for their use and

handling (Identification, Start, End exercise and Col-

laboration area);

– Objects whose shape is moderately good for their

use and handling (Magician, Focus, Erase and Cat-

egory).

We note that none of these objects/tangigets was low

classified for both questions, which proves that all the

proposed objects were accepted in general. The results

are available in Table 5.

Several objects have a global effect, for example magi-

cian (business object) and erase (tangiget) are used by

the supervisor and have an effect on the remote table-

top. A question is dedicated to these objects for the

participants on the child tabletop: “The correction of

the exercise is clear to correct mistakes”. The result is

that 0 participants disagree strongly, 1 does not tend

to agree, 1 agrees fairly, 10 tend to agree and 10 agree

strongly. These results show that the design choices rel-

ative to these objects are validated.

Satisfaction. The usability of the distributed interac-

tive application was measured with a questionnaire us-

ing the System Usability Scale (SUS) [9]. SUS is a stan-

dard metric from the usability literature. It has been

used in hundreds of usability studies [3]. For avoiding

any biases, these questions alternate between positive

and negative statements about the evaluated system.

In this questionnaire, a 5-point scale ranging from 1 as

strongly disagree to 5 as strongly agree was used for the

measurement. The overall scale gives a global view of

subjective usability assessments (maximum score: 100

points). The SUS scores were calculated for the 36 par-

ticipants. These scores are listed in Table 6. As summa-

rized in this table, the mean SUS score is 84, the median

is 85, the maximum is 100 and the minimum is 62,5.

Even if the SUS questionnaire is not a priori designed

to evaluate collaboration and group interaction, these

scores indicate that the global approach was appreci-

ated by the subjects, and that the distributed interac-

tive system is globally easy-to-use. This is a promising

result. It complements the results obtained from the

analysis of the other questionnaires which were more
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Table 6 SUS scores descriptive statistics

Number of Mean Median Min Max Standard
participants value value Deviation

36 84 85 62.5 100 10

centered on the tangible generic objects used (see Ta-

ble 5).

5.3 Positioning of distribution aspects

In this part, we use the criteria (heterogeneity, open-

ness, security, scalability, Failure handling and Concur-

rency) proposed by [66] and inspired by [12] in order to

evaluate the DUI proposed.

Heterogeneity is about the quantity and the variety of

resources. In this paper, the proposition is general so

it can be used with as many resources as possible. In

the same way, the case study focuses on two tabletops

though the proposed principle is right with more inter-

connected tabletops. However, the principle is focused

on tangible interaction; for another types of interaction,

other works exist.

Openness is the capacity to support new resources with-

out a major effort. With the architecture used by the

tabletops (and consequently in the case study), open-

ness is managed with the multi-agent system and in

particular with the JADE [5] platform. The architec-

ture is used with two tabletops although it is possible

to add new resources without changes; indeed the dis-

tribution principles remain effective.

The security criterion integrates confidentiality, integrity

and availability of shared resources. The integrity and

availability are managed in the case study by the archi-

tecture. The confidentiality is managed by the type of

task and the distribution choices proposed in the paper.

The scalability remains effective when there is a serious

increase in the number of resources or number of users.

This criterion is not really evaluated by the case study.

Evaluations with more users and more resources have

to be performed to validate this criterion.

The Failure handling (the resources used can fail and

lead to inconsistency problems) is managed in our case

study by the multi-agent system (MAS). Obviously, if

a platform such as the tabletop fails, interaction is not

possible with it and the user has to find another re-

source (platform) to interact with.

Concurrency, i.e. certain resources (e.g. tabletop) can-

not be used concurrently, is respected. The multi-agent

knows the IP address of the resources; the IP address

has to be unique so the MAS cannot affect two (or

more) resources (displays and RFID capture manage-

ment) to the same IP address.

In DUI, the transparency particularly concerns the lo-

cation of resources because it is important in order to

use the adequate resources. In the context of the paper,

the resources are defined and known though the trans-

parency can concern more particularly the distribution

choices. We have seen that privacy and the sharing of in-

formation is a key point in the DUI. The transparency

on what is local vs. global is very important for the

users to know the consequences of their actions. Now

that the UI and the distributed aspects are globally

validated relatively to these criteria, we want to discuss

certain design choices.

6 Discussion

Obviously, an evaluation is never perfect and can be

improved in order to validate other hypotheses. For ex-

ample, in our case study only one principle was used

by a tangiget. Behind the design choices proposed, we

attribute a choice to each tangiget, according to its role

and the task that it performs. To complete the valida-

tion, other choices should follow for comparison.

However, the evaluation enables us to validate some

parts of the proposition. In particular, for such dis-

tributed applications, a set of objects (virtual and tan-

gible) have first to be implemented (by the designers /de-

velopers) and then used by the participants. These par-

ticipants are not children, as initially specified for this

application, although the business objects used were

preliminary validated in another study involving very

young children with one tabletop [36].

In reality, there was one problem in the previous de-

sign; each cube was colored to be grouped and affected

to a child. The color used on the cube caused some con-

fusion between the color of the cube and the color of

the object. We have corrected it in this case study: the

cube of the application uses graphic schema. We have

not observed any confusion in the new version of the

application. Moreover, some tests were executed with

children though not with a strict protocol and ques-

tionnaire. An extension of this study in an ecological

context would be preferable, to confirm the adequate

use of the objects (and the associated design princi-

ples).

We can now discuss another choice made in the case

study. The distribution of the application was made fol-

lowing the role of users; indeed we use a child tabletop

and another one for a supervisor (for instance a par-

ent or a teacher). We wanted to begin with a role per

tabletop and to validate the design principles with this

configuration. The following step should be to mix user

roles on a tabletop: for instance one adult and one child
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on a tabletop and two children on the second tabletop.

It would be interesting to perform other evaluations

considering such variants.

Finally, the meta-model was used to support choices

in the design of this distributed UI with tangible and

virtual objects. The important contribution is actually

taking into account the task type to support the design

choices. This model can be extended to other types of

interaction, such as virtual or augmented reality, and

more generally mixed interactive systems in which one

or several tabletops can be involved [39]. Such consid-

eration was not covered by the other works presented

in the related work section.

7 Conclusion

New perspectives are offered by distributed user inter-

faces. This paper was focused on the distribution of user

interfaces between interactive tabletops with tangible

objects. In this case each tabletop is equipped with two

main types of tangible objects: business objects specific

to the application (also called business objects), and

generic objects usable in different types of applications

(called tangigets). Such interactive applications lead to

new design problems due to (1) the use of tangible and

virtual objects on each tabletop, (2) the necessity to

collaborate and exchange information at a distance.

In this paper design principles have been proposed for

such new distributed systems using tangible interac-

tion. These principles have been used for the design of

an innovative distributed application for the learning

and recognition of colors. In this case, a classification

exercise is performed on one tabletop. It is supervised

by one or several users (teacher(s) or parent(s) for in-

stance) on the second tabletop. Difficulties during the

exercise may lead to a remote collaboration. Different

types of tangible objects support the tasks on each of

the tabletops. This distributed application has been de-

tailed, and the functioning of several generic objects has

been illustrated.

A study has been conducted with twelve groups of three

users. Usability and satisfaction criteria have been con-

sidered (through observations and questionnaires). The

results are promising and show the interest of the dis-

tributed approach, as well as the facility to use the

generic tangible objects (the tangigets). In future work

we aim to test such tangigets with other more complex

applications to verify if collaboration remains easy/possible.

Different configurations can be envisaged and evalu-

ated, with or without children as participants.
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