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A Review of "intelligent" human-machine interfaces 
in the light of the ARCH model 

 
 

Christophe Kolski 
Emmanuelle Le Strugeon 

 

Laboratoire d'Automatique et de Mécanique Industrielles et Humaines (LAMIH)  1
 
 

An important field of current research is that of the design and implementation of so-
called “intelligent” human-machine interfaces (HMI). This article reviews a number of 
concepts concerning so-called “intelligent” interfaces, taking as its starting point the 
well-known ARCH model of HMI, with particular concern for the ability of such 
interfaces to be flexible, adaptive, tolerant of human error, and supportive both of human 
operators and intelligent agents. 

 
 
1. INTRODUCTION 
 
A major role of HMIs is to bridge the gaps which exist between humans and machines (Card, 
1989). In this perspective, research on so-called “intelligent” interfaces appeared at the beginning 
of the 1980s. A common definition of an intelligent interface is one which provides tools to help  
minimize the cognitive distance between the mental model which the user has of the task, and the 
way in which the task is presented to the user by the computer when the task is performed 
(Hancock and Chignell (1989)). According to Chignell et al. (1989), an “intelligent” HMI is an 
“intelligent” entity which mediates between two or more interactive agents, each of which has 
either imperfect understanding of the way in which the others act, or an imperfect understanding of 
the way in which the others communicate. Figure 1 shows the obvious importance given both to the 
task and the user in an early representation of an intelligent interface, in the well-known article by 
Chignell and Hancock (1988). 

 
1 Correspondance should be sent to Prof. Christophe Kolski, Laboratoire d'Automatique et de 

Mécanique Industrielles et Humaines, LAMIH - URA CNRS 1775, Le Mont Houy, BP 311, 59304 
Valenciennes cedex, FRANCE 

e-mail: kolski@univ-valenciennes.fr 
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Figure 1. An abstract representation of an intelligent interface (from Chignell and Hancock, 
1988) 
 
This research domain originated in the field of Artificial Intelligence, cognitive science, and 
computer science in connection with models of tasks, human behaviour, user models, reduction of 
human error, etc., and a brief review of some of this background is given in Part 2 of this paper. 2

 
Since the beginning of the 1980s there has been a considerable development in this field. Research 
in recent times has tended to interpret interactive systems as consisting of a program composed of 
two independent components, one concerned with the actual application and the other with the 
HMI. This research has resulted from the appearance of problems related to the absence of an 
increase in productivity following the arrival of the first interactive systems, and following also the 
application of ergonomics to try to solve this problem. According to Jurain (1991), large programs 
pose problems of flexibility, maintenance, and adaptability, and it is therefore important to separate 
the data handling part of the program from the interface across which communication takes place 
with the user. The result is that, to some extent, the task of programming can be divided into two 
parts, one given to those concerned with the data handling and the other to those concerned with 
interface design. The result has been the appearance of a variety of architectures that have been 
suggested to separate the application program and the interface program. In Part 3 of this article we 
will present a collection of ideas about “intelligent” HMI based on the notion of cognitive task and 
user modelling mentioned earlier, or which have evolved in connection with the most widely used 
model of interface architecture currently used, the ARCH model. Comprised of five components 
(figure 2), the Arch model offers an interesting framework for locating "intelligent" HMI concepts. 
This will be discussed in more detail in section 3.2. 
 

                                                 
2 One should note that for certain authors such as Coutaz et al. (1992) the word “intelligent” should 
only be used where the intention is to refer to systems which could pass the Turing test.  While we 
understand this attitude, we will use the term “intelligent” because it has now a well-understood 
extended use, which amounts to an independent discipline, as evidenced by congresses, meetings, 
etc., dedicated to its application. 
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Figure 2. The ARCH Model 
 
It will not be possible in this article to cover all kinds of machine-aided tasks. We will be concerned 
mainly with operational tasks, that is, those in which the possible activities are well known in 
advance, and where there are relatively few unforeseen incidents, and with tasks where there is a 
certain amount of flexibility left to the users to make decisions, whether they make them alone or 
with decision aids (Rasmussen, 1983 ; Tarby, 1993). We exclude essentially creative tasks and 
design tasks. Furthermore, cases of programming by example, where there is a major element of 
machine learning will not be covered. (The interested reader should consult Myers, 1988 and Myers 
et al., 1993). 
 
 
2. COGNITIVE MODELS OF HUMAN TASKS AND USERS IN RELATION 

TO FUNDAMENTAL PROPERTIES AND TOOLS FOR INTELLIGENT 
HMI 

 
The results of the past 20 years of work in this area has resulted in a number of models, methods 
and concepts which have been and will continue to be used in the development of “intelligent” 
interfaces3. Two kinds of models are particularly used in the design of intelligent HMI: models of 
human tasks and models of the user. 
 
It is interesting to note that within the discipline of artificial intelligence one finds more and more 
often that models of the task itself are being introduced in connection with models of knowledge, 
for example, approaches to the construction of task-oriented knowledge systems (Chandrasekaran, 
1987; Vogel, 1988 ; Wielinga et al., 1992 ; 1993). There have however been few attempts to make a 
direct connection between modelling tasks in artificial intelligence and modelling tasks in the 
development of interactive systems, although there are interesting points in common. 

                                                 
3 Note that in future we will for convenience drop the quotes from the word “intelligent”, without 
any intention of adopting a particular philosophical position.  
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2.1. Analysis and models of human tasks 
 
An increasing importance has been given to the analysis and modelling of human tasks during 
recent years, both in computer science, and in cognitive science for the purpose of developing 
interactive programs (see, e.g., Diaper, 1989; Carter, 1991; McGrew, 1991; Lim et al., 1992). In 
cognitive science, and also in ergonomics as well as work psychology, such methods have existed 
for many years. Discussions of “task analysis”, and associated methods and references, can be 
found in many references (Wilson and Corlett, 1990; Amalberti et al., 1991; Sperandio, 1991; 
Theureau, 1992; Kirwan and Ainsworth, 1992). In addition, there are also certain techniques found 
in artificial intelligence which can be used as methods for task analysis, such as those described in 
Dieng (1983) or Cooke (1994). There is a particularly interesting paper by Benysh et al. (1993) 
which discusses these techniques in relation to the design of HMI. 
 
The reason that these techniques are of great interest for the design of intelligent interfaces is that 
they have become more and more associated with modelling. These techniques can be automated to 
a certain extent, and can then be used as tools by those who are developing intelligent interfaces. 
There are now many approaches that have been developed in engineering and cognitive science for 
modelling humans performing tasks and which show considerable promise for our domain of 
interest. In this paper we obviously cannot discuss all such models. They include HTA (Duncan, 
1981), DIANE (Barthet, 1995), knowledge blocks (Boy, 1989), JSD* (Lim et al., 1992), TAG and 
ETAG (Payne and Green, 1989 ; Tauber, 1990), SADT/Petri (Abed and Angue, 1994), UAN 
(Hartson and Gray, 1992), and so on4. In this paper we simply use their ideas in the context of 
intelligent interfaces. The most widely known of them includes the following.  
 

- The best known model is certainly GOMS (Card et al., 1983). It can be used to model 
behaviour at different levels of abstraction, from the whole task to physical actions which 
represent goals, elementary actions themselves, methods to reach a goal, and rules to select 
methods; it is often used to evaluate design alternatives (Kieras, 1988; John, 1995). GOMS 
was originally validated for simple office automation tasks, but has recently been applied to 
more complex tasks (John et al., 1992; Gray et al., 1992; Irving et al., 1994). Even if it is 
interesting to note that while GOMS has been applied to real-world tasks, the effect has been 
to reduce their complex tasks into simple, routines - ignoring the richness of the actual work 
(see for instance Muller et al., 1995).  Providing that tasks can be described formally, GOMS 
can be used to integrate them into an intelligent interface. For instance, using GOMS, possible 
methods are associated with each task; selection rules express the choice of a method when 
there is a conflict, i. e. when several methods lead to the same goal. This idea can be used 
with regard to intelligent interface design, where the interface identifies automatically 

 
4 Readers interested in the full range of models should consult, for example Senach (1990), Balbo 
(1994), Grislin et al. (1995), Grislin and Kolski (1996). 
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methods to propose to the user(s) in accordance with their profile, preferences, the gravity of 
the situation, and so on. 

  
- Because of their formal properties, so-called “linguistic models” (such as ALG and CLG) can 

also be used in the development of intelligent interfaces. For example, ALG (Reisner, 1981; 
Reisner, 1984) can be used to represent users’ actions as a grammar, with production rules 
such as IN ORDER TO do such and such an action PERFORM such and such operations. 
ALG cannot, however, deal with dynamic tasks and input-output relations, both of which add 
greatly to the complexity of tasks found in operational contexts. CLG (Moran, 1981) allows 
one to describe a system at different levels such as task, semantics, syntactic relations, 
interaction and components. However there are limitations such as a lack of help to structure 
the model and the lack of any way to represent parallelism or interrupts, both of which are 
essential in modelling real tasks. 

 
- MAD (Sebillotte and Scapin, 1994), was developed during work at INRIA (France) with the 

intention of describing human tasks in the light of the need for ergonomics in the design of 
HMI, and makes use of the paradigm of hierarchical planning which is well known in AI 
(Sacerdotti, 1977). In MAD a task is represented by a generic object consisting of an initial 
state, a final state, a goal, pre-conditions and post-conditions. Figure 3 shows MAD applied to 
air traffic control (El Farouki et al., 1991). On the left is a decomposition of the task “Control 
the position” in the form of a tree. On the right is the relevant description. As it is at present 
implemented, MAD can also provide important ideas for the development of intelligent 
HMIs. (For an example, see 3.3.3). 
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Figure 3. Description of Human tasks and intelligent interface; example with MAD 
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These approaches of the human tasks modelling have something to offer to the design of intelligent 
interfaces, as described in Section 3 below. However, they are not sufficient, and must be 
associated to other kinds of models: the models of the user. Section 2.2 considers this point in more 
detail. 
 
 
2.2 Analysis and modelling of the user 
 
Whatever approach is adopted to the design of intelligent interfaces, it is necessary to analyse and 
model the characteristics of the user, his or her way of working, reasoning, and acting, in order to 
improve the system and make it more reliable. Thus all users must be characterised by their roles 
and functions as well as by the kind of artificial aid which is used to assist them. They must all be 
also characterised by their level of training, their knowledge, and their experience in relation to 
their ability to understand the complex system in which they are working, both in normal and 
abnormal operations. Goals and decision criteria must be identified in each situation. 
 
It is obvious that an intelligent interface must be adapted to the way in which operators work and 
think, and hence one needs to identify the latter. For this purpose there is much literature on which 
one can draw, which has been developed during the last fifteen years or so. 
 

2.2.1 Cognitive architectures: Human processor model, ACT-R, ICS... Users must 
frequently make use of their memory in order to carry out their tasks. For this reason many 
cognitive models have been developed. The usual starting point is to identify three kinds of human 
memory, sensory memory, short-term memory, and long-term memory (Lindsay and Norman, 
1980). Sensory memory stores an image of information about the world as captured by the sensory 
receptors. The image lasts for some 200 milliseconds in the visual system or somewhat longer in 
the auditory system. The operator has no control over the loss of information from this image. 
Short-term memory typically allows one to retain information for several seconds, during which the 
operator constructs an interpretation of the events using information in the sensory store. The 
capacity of short-term memory is limited, and although there are reasons to doubt the accuracy of 
the estimate, it is often related to the “magic number 7 ± 2” as cited by Miller (Miller, 1975). Long-
term memory can be thought of, for our purposes, as a complex collection of knowledge, stored as 
cognitive schemata. Its capacity can be regarded as unlimited. Whatever loss or degradation of 
memory occurs is not due to limits on the capacity of long-term memory, but rather to the way in 
which information is encoded and organised. 
 
Based on the experimental study of memory, several models of human memory have been 
developed, both symbolic and connectionist. The best known is probably that of Card et al. (1983), 
called “The Model Human Processor”. It is particularly concerned with temporal aspects of human-
machine interaction so as to predict the performance of human-machine systems. The authors 
suggest that someone using a program can be modelled as a system of rules which govern 
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information processing, and which make use of a system of interconnected memories and 
processors. Each memory is characterised by three parameters: capacity, persistence (length of time 
for which information is stored), and the kind of information stored. The information that is stored 
is available for the use of processors outside the memory. Finally, each task can be decomposed 
into elementary operations. These operations are related to the expected memory requirements of 
the user in such a way that the need for assistance can be identified. This approach has resulted in 
several approaches to intelligent interfaces which invoke the notion of “operator assistants” (Cf. 
3.3.4). 
 
The notion of “short term memory” has been replaced in recent years by the notion of “working 
memory”. Baddeley and Hitch (1974) have shown that people can retain up to six items in short 
term memory at the same time as they are performing operations such as learning, comprehension, 
or even reasoning. Hence their results are in conflict with the previous model. Consequently, 
several models have appeared. The best known is the symbolic model ACT* (Adaptive Control of 
Thought) proposed by Anderson (1983) and subsequently refined (Anderson, 1993). Working 
memory represents the current state of affairs and the results of information processing, and is 
related to a long-term declarative memory and a long-term procedural memory. 
 
In addition to models which concentrate on memory there are others, such as the model called ICS 
(Interacting Cognitive Subsystems) developed by Barnard (1987) (see also Barnard and Teadsale, 
1991) and frequently used in discussions of design. This model considers sensory processing 
subsystems, information processing subsystems, and motor subsystems. In this kind of modelling, a 
task is described by identifying the subsystems involved in its performance. 
 
Many other models could be cited, including, for example, SOAR (Newell, 1990) or PUM (Young 
and Whittington, 1990). Our intention here is not to be exhaustive, but to underline the fact that in 
all cases, the approach to the development of intelligent interface by modelling human performance 
leads to the need to consider problems. These problems include memory and information 
processing and their impact on the role of ergonomics in the design of HMI (Kolski, 1997). They 
are of increasing importance in computer modelling of the user’s cognition. 
 

2.2.2. Modelling human activity: The Decision Ladder, Theory of Action, RPD model and 
Activity Theory. To design an intelligent interface, one must also consider how human activity in 
general can be modelled. The currently most popular approaches are certainly those of Rasmussen, 
Norman and Klein, and also the so-called Activity Theory. 
 
In 1980 Rasmussen was the first to propose a frame of reference which has come to be called the 
“decision ladder” which provides a general description of operator activity in a control room. 
Rasmussen’s “decision ladder” has several sequential levels of information processing (Figure 4a). 
These include: 
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(1) The detection of abnormal events which alert the operator following an alarm or the 
observation of one or more variables with abnormal values; 

(2) The observation of the ensemble of variables which allow the operator to identify the state 
of the system given the previous system state and the goals of the operator; 

(3) The identification of a general strategy which will tend to correct the system; 
(4) A set of procedures to carry out the actions and the actions themselves. 

 

Prescribed goals, Log, Action Plan 
Slow changes in the representation system

General knowledge 
- about the process 
- about action

Current representation 
- of the process (anticipation) 
- of action (plan), specified 
schemas and plans 
- resource management

Process time 
Weakly dependent on operator  
(control margins)

Automatic processes

Evaluation

Interpretation Goal definition

Explicit 
search

Identification

Planning

SHORTCUT

SHORTCUT

SH
ORTC

UT

SH
ORTC

UT

Virtually instantaneous symptomatic 
diagnoses connected to immediate 
control of the situation, oriented by 
possibilities for action and the 
process. Pre-planned diagnosis and 
responses.

Procedure 
execution

Operator time vs current episode adjustment 
and refinement of understanding rapid diagnosis 
oriented by the current representation. 
Few hypotheses formulated.

Operator time vs Task: slow 
diagnosis caused by revision of current 
representation, construction of a new 
representation

Rule
s

Coherence

Activation ; 
detection of 

need for action

Alert

Observe 
information 

and data

Set of 
observations

Identify 
present state 
of the system

System 
state

Interpret consequences 
for the current task, 

safety, efficiency, etc

Target 
state

Define task ; select 
change of system 

condition

Task

Formulate  
procedure ; 

plan sequence of 
actions

Procedure

Execute ; 
coordinate 

manipulations

Evaluation

Information 
processing 
activities

States of knowledge 
resulting from 

information processing

Ultimate goalAmbiguity

Evaluate 
performance 

criteria

(a)

(b)

 
 
Figure 4. (a) Rasmussen’s Decision Ladder (from Rasmussen, 1983, and simplified), (b) 
extension of the Decision Ladder, considering a temporal dimension (from Hoc and 
Amalberti, 1995) 
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The “decision ladder” provides a useful frame of reference for analyse human cognitive behaviour 
and hence to identify a HMI relevant to each stage.  
 
Rasmussen (1983) identifies three kinds of behaviour: 

- The first is skill-based behaviour, the result of long practice, in which the user responds 
almost automatically with corrective actions in relation to information perceived as 
signals. These signals provide information about the current state of the environment and 
allow the experienced user to respond with over-learned automatic actions. The user thus 
goes directly from an alerted state to the execution of a procedure.  

- The second kind of behaviour is rule-based, in which the operator, having identified what 
state the system is in, chooses an appropriate rule from a set which then identifies the 
appropriate response. Boy (1986) suggests that the knowledge extracted from experts in 
order to implement expert systems is essentially of this type. 

- The third kind of behaviour is knowledge-based behaviour and is used by the operator 
when confronted with new or unforeseen situations. In such cases the decisions depend 
upon really intelligent reasoning, the generation of hypotheses, attempts to verify them 
and to predict the evolution of the system following whatever attempts are made to 
manage the situation. The procedures that are used tend to be memorised and used as rule-
based behaviour if the situation recurs. 

 
This approach to modelling suggests the idea of cognitive economy. The idea is that past 
experience produces a cognitive organisation which allows people to use adaptive behaviour 
requiring a minimum of mental workload in well-known and over practiced situations (Falzon, 
1989). So, in any particular situation, and as function of tools and aids which are available, the user 
will adopt the least demanding behaviour, and thus will use behaviour which is the best adaptation 
and requiring the lowest possible workload. 5
 
Rasmussen’s “decision ladder” is a model characterised by a general cognitive architecture. Such 
an approach has often been criticised as being too reductionist, too linear and too fixed, in so far as 

 
5 Note that similar ideas frequently appear in research on advanced HMIs which is complementary 
to the idea of adaptive interfaces discussed in this paper. In particular one can cite the notion of 
“ecological” (in the sense of Gibson, 1979) displays. From the principles issued from Rasmussen 
(“decision ladder”, different types of behavior...), Vicente and Rasmussen (92) propose that such 
interfaces make use of powerful relations between the human and the environment in complex 
systems.   Because people are particularly efficient when acting at a low level in skill-based 
behavior, these authors suggest that one should present information in a as to avoid the need to 
work above the level of skill-based behavior.  These researchers suggest that interfaces should 
represent the process at several different levels, from the most detailed to the most global, so that at 
whatever level is required the operators can find information by “direct perception”. There is a 
considerable amount of research on advanced direct perception displays (Cf. Vicente, 1995, Moray 
et al., 1995; Sakuma et al., 1995; Watanabe et al., 1995). 
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it does not reflect the dynamics of the problems which have to be dealt with. These reasons have led 
to the creation of derived models. Among those currently concerned with this kind of research are 
Hoc and Amalberti, who have proposed a new approach to modelling which includes diagnosis and 
decision making in dynamic situations. They have proposed a model involving the temporal 
dimension (Hoc and Hamalberti, 1995). 
 
This model proposes three dimensions:  

(1) the sequential/parallel dimension;  
(2) the autonomy/dependence dimension in diagnosis, in which hypotheses can be selected 

which are compatible with available actions; 
(3) the “delayed/immediate” dimension, which emphasises that diagnosis is not only reactive 

but also predictive. Hoc and Amalberti suggest that this model can generate a large class 
of models. It seems very promising, and it would be very valuable to have it validated 
either in field studies or in a simulator. It seems very likely that research in this area could 
support work on intelligent interfaces. 

 
With regard to modelling the human activity, another popular approach is the Recognition-Primed-
Decision (RPD) model of rapid decision making (Klein, 1989; 1993). The RPD model explains how 
people can make decisions without having to compare options. Klein considers three cases. In the 
simplest case, the situation is recognised and the obvious reaction is implemented. In more complex 
cases, the decision-maker performs some conscious evaluation of the reaction. In the most complex 
cases, the evaluation reveals flaws requiring modification, and the option is judged inadequate and 
rejected in favour of the next most typical reaction. Klein explains that "because of the importance 
of such evaluations, the decision is primed by the way the situation is recognised and not 
completely determined by that recognition". The RPD model offers also a methodical basis for the 
design of intelligent user interfaces and decision support aids. For instance, Weiner and Mitchell 
(1995) consider the RPD model and ideas issued from Rasmussen (1981; 1984), and propose an 
architecture for understanding fault diagnosis in supervisory control systems. This architecture is 
called FIXIT (Fault Information Extraction and Investigation Tool); in the FIXIT architecture, case-
based reasoning (Kolodner, 1993) is used to encode expert knowledge and experiences, with 
additional structure for fault management. 
 
Norman’s theory of action (Norman, 1986) introduces the idea of a conceptual model. In fact, 
Norman calls the conceptual model held by the designer the Design Model, and the conceptual 
model formed by the user the User's Model. He explains that the user develops a mental model of 
the system - the User's Model. The User's model is one whose contents form a mental model and 
whose components are psychological: to each concept, knowledge unit or subject of interest there is 
a corresponding psychological variable. Norman describes the cognitive stages through which it is 
necessary to go in order to carry out a task; his model of action has seven stages: 
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(1) the setting up of a goal; 
(2) the formation of an intention; 
(3) the adoption of a plan of action by the user; 
(4) the execution of the plan of action; 
(5) the subsequent perception of the new state of the system as a result of the action; 
(6) interpretation of the changes in physical variables expressed in psychological terms; 
(7) a comparison of the state of the system with the goal and the intentions previously 

adopted, which results either in the adoption of the current situation or in further 
modification. 

 
It is also envisaged that this linear sequence is not always followed: steps may occur in different 
orders, or be omitted, or repeated. It is clear that in this model the HMI plays a role of fundamental 
importance. The user is constantly constructing and updating his or her mental model. To be 
achieved, this modelling action requires the use of the interface, through which the system is 
represented to the user. Furthermore it is through the interface that the mapping between mental and 
physical variables takes place. 
 
Activity Theory is a psychological theory with roots going back to the 1920s in the Soviet Union 
(see Leontiev, 1974). Activity Theory incorporates notions of intentionality, history, mediation, 
collaboration and development in constructing consciousness (in relation with an activity), and tries 
to understand the interaction of the individual, other people and artefacts in everyday activity. An 
international community of researchers is currently applying Activity Theory as a framework to 
understand the unity of consciousness and activity in human-computer interaction (see the recent 
volume edited by Nardi, 1995). These researchers have not proposed a concrete architecture or 
model derived from Activity Theory, and useable directly in intelligent interface design. 
Nevertheless, a promising research method would consist of studying how the more recent results 
in Activity Theory and human-computer interaction could influence the architecture and the 
functions of an intelligent interface. In particular how could the intelligent interface understand (or 
learn) the user consciousness in a way to better assist user activity ? 
 
Every approach to modelling provides an important source of ideas and learning for designers of 
intelligent HMIs. They provide a way better to understand the needs of users confronted by a 
variety of different tasks, in different situations, both normal and abnormal, of the system with 
which they work. For example, in the supervisory control of complex systems one can use 
Rasmussen’s ladder to indicate different kinds of aids, which might be useful for different kinds of 
tasks, depending on the level at which the user is operating. (See Figure 5, adapted from Millot, 
1988). 
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Figure 5. How different kinds of aids can be used for different aspects of tasks 
 
 

2.2.3. Attempts at computer models of cognition. Important ideas can be taken from attempts 
to use computer programs for cognitive modelling. For example, early programs modelled human 
behaviour in well-defined tasks. They were thought of as normative (Boy, 1983), since the 
simulated human performance was measured against a well defined norm of possible human-
machine system behaviour. However Millot (Millot, 1988) reviewed different kinds of models, and 
proposed that too often such models were based on an oversimplification both of the strategic 
decisions and of the overall goals of the operator. In spite of such simplification these early models 
were very useful both to study and to improve the ergonomics of human-machine systems and to 
predict critical aspects of their performance. 
 
A second class of models is composed of those which provide psychological explanations (Boy, 
1983). Starting from a task analysis they try to simulate the human activity during information 
acquisition, information processing, decision taking, task execution, and in general the entire gamut 
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of human performance in problem solving. Strategies of behaviour are usually treated as elements 
stored in a database. A good review can be found in (Bersini, 1989), including a summary of how 
AI techniques are used to study behaviour in human-machine systems.  
 
Literature provides several examples of applications based on models of cognition. Among them 
are MESSAGE (Boy and Tessier, 1985) (which models the behaviour of the pilot and copilot of an 
Airbus 310, see 3.3.4 below); OFMSpert (Rubin et al., 1988), CES (Woods et Roth, 1987) and the 
model developed from Yoshida et al. (1995) for problem solving in complex systems. One of the 
most recent attempts to model cognition is COSIMO. It is based on the notions of Reason (1987) 
and was developed at the Ispra Research Center in Italy (Cacciabue et al., 1990b). The aim of the 
project is to simulate in a program the cognitive behaviour of operators which is particularly 
relevant to the genesis of human error and which leads to abnormal incidents and accidents 
(Masson, 1994). The program architecture contains two levels of reasoning and decision making. 
There is a “high” level which exploits the ability of humans to recognise (identify) situations in 
diagnosis, and to use such recognition to plan and choose strategies. In addition there is a lower 
level, which represents pre-programmed actions, and strategies intended for a well-defined goal or 
intention. The program then executes and optimises the selected strategy. The underlying concepts 
include, at the level of perception, “physical salience” and “cognitive salience”, and at the level of 
problem resolution “similarity matching” and “frequency gambling” (Reason, 1987). COSIMO is 
written in LISP. It uses a Blackboard Architecture (Nii, 1986a; 1986b) to simulate the set of 
cognitive activities in an integrated structure in which the simulated operator can pass from one 
aspect of the task to another in an opportunistic manner during problem solving. This model is still 
being developed, and represents an important advance. It has already had a considerable influence 
(see below Section 3.3.2). 
 
In conclusion, it is important for those working on intelligent interfaces to follow closely work on 
cognitive modelling. As Cacciabue et al. indicate (1990a), such models can provide important 
directions for further development, particularly for systems which have not as yet been built and 
which therefore cannot be studied. This work can thus contribute to the design of decision aids. 
They can also help to understand the nature of cognitive and decision making mechanisms in 
complex environments. 
 
 
2.3. Conclusion on the use of cognitive models 
 
Part 2 briefly reviewed the cognitive models of human tasks and users. These models constitute the 
background of the “intelligent” HMI development, topic of Part 3: 
 

- the “intelligent” interfaces use knowledge of the tasks the user must perform on the process 
(or application) and thus, their designers need models and analysis methods (like those shown 
at point 2.1) to represent and manipulate such knowledge. 
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- the “intelligent” interfaces are designed with the aim of adapting themselves according to 
their users: the adaptation can include only the user’s preferences, or it can take into account 
more cognitive characteristics, like the way the user reasons and acts, etc. It is typically on 
these subjects that the approaches described in point 2.2 can be applied. 

 
 
3. FROM “FLEXIBLE” TO “INTELLIGENT” INTERFACES. 
 
At present research is beginning to recognise the importance of human factors in the development 
of advanced and/or intelligent interfaces, particularly in connection with the dialog between the 
operator and the various cooperative “agents” in the complex system. Several papers have 
discussed and modelled such a role in the context of the ARCH design model, a generic approach to 
the description of human-machine interfaces. It is useful to consider some details of the notion of an 
“intelligent” interface. 
 
 
3.1. Basic taxonomy of “intelligent” interfaces. 
 
In what follows, we define an “intelligent interface” as any human-machine interface that contains 
components, which make use of the properties of Artificial Intelligence. Thus we would apply the 
term to any interface which makes use of, or includes, a knowledge base, a planning mechanism, or 
heuristics. Equally, we include in our definition interfaces which make use of concepts relevant to 
Distributed Artificial Intelligence, including functions embodied as agents, including intelligent 
agents, autonomous agents, intentional agents, etc. 
 
Most interfaces have an important characteristic in common, namely adaptability. They differ, 
however, in how adaptability is achieved: figure 6 classifies five main types of systems by their 
degree of intelligence. A flexible interface (which we do not here consider to be inherently 
intelligent) allows adaptation to the preferences of the user, and according to the system in which it 
is used, while an error-tolerant interface takes account of the behaviour of the user. An adaptive 
HMI, in itself, should take into account these two approaches, but generalise them, and adapt itself 
to the cognitive behaviour of the user. An Operator Assistant, while having in principle the same 
abilities as an intelligent interface, has further levels of autonomy, and behaves almost like another 
human assistant. An intelligent agent has in principle all the above characteristics, but in our 
opinion represents the arrival of a truly “Intelligent” HMI because of its ability to model 
cooperative human-machine systems, or even socio-technical systems (Le Strugeon et al., 1995). 
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Figure 6. Types of intelligent interfaces 
 
According to the “law of requisite variety” (Ashby, 1956; Conant and Ashby, 1970), more complex 
systems require more complex controllers. As a result, the interface implementation complexity 
increases with its degree of intelligence. Most intelligent interfaces are based on artificial 
intelligence techniques to model users from the point of view of their cognitive activities. Current 
research proposes to develop interface architectures based on knowledge of users’ cognition. 
Although such research has hardly begun, promising concepts and models have already appeared. It 
is therefore worth pointing out some of these possibilities for the future.  
 
We first deal in section 3.2 with the models of architecture that underlie the description of the 
intelligent interfaces to be found below in section 3.3 
 
 
3.2. Brief review of models of interface architecture. 
  
Several models of HMI architectures can be found in current literature. 6
 
A very general model is LANGAGE, proposed by Foley and Van Dam (1982). LANGAGE starts 
from the assumption that both the application and the user interface can be decomposed in the same 
way as a language. The decomposition provides four levels of analysis (figure 7a): 

(1) The conceptual level, where the objects of the application are listed, along with their 
attributes, their relations, and the actions that can be performed on the objects. This level 
corresponds to the application: 

(2) A semantic level, where the functionality of the system is described, including the set of 
actions possible to perform on each object, without bothering about the sequential 
connections between different actions: 

                                                 
6 The interested reader should consult Coutaz (1990), Duval (1994) and Edmonds (1992) who 
provide examples of intelligent or non-intelligent systems based on such models. 
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(3) A syntactic level, at which sequences of user actions are defined in terms of input-output 
relations to perform the actions described at the prior level; and  

(4) A lexical level, where one finds primitives associated with the control of input events and 
with the display of outputs. 
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Figure 7. (a) LANGAGE, (b) SEEHEIM, (c) PAC, (d) ARCH, (e) PAC-AMODEUS models  
 
The basic properties of the LANGAGE model have been used by many researchers and have 
influenced the development of several generic models. The best known is probably SEEHEIM. In 
the 1980s a SIGGRAPH working group defined a human-computer model called SEEHEIM (Pfaff, 
1985), which takes its name from the place (SEEHEIM in West Germany) where it was defined 
during a seminar on the design of user interfaces. The model has three logical components (see 
Figure 7b): 

(1) presentation which is the part visible to the user and which controls input/output, and 
which corresponds more or less to the lexical level in LANGAGE; 

(2) the “dialog controller” which is responsible for the structure of the dialog between the 
user and the interactive system, and which according to Coutaz (Coutaz, 1990) 
corresponds to the syntactic level of LANGAGE, since syntactically correct phrases 
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correspond to requests or data which the user wishes to exchange with the application, 
and in reverse the receives abstract commands for output which are sent to the specialised 
presentation elements; 

(3) the interface with the application which has the task of passing data between the interface 
and the application, within the limits of the semantics of the data and dialog. This level 
corresponds to the semantic level of LANGAGE. The application itself corresponds to the 
conceptual level of LANGAGE. 

 
According to Coutaz (1990), while SEEHEIM has limitations due to its generality, it offers several 
advantages. These include: 

(1) a frame of reference for defining the structural bases of the system to be built; 
(2) an easy way to perform iterative modification during development since each part can be 

modified without any effect on the others, 
(3) it is not tied to any particular software for implementation, and 
(4) it can serve as a starting point for the development of automatic generation of interface 

characteristics for each of the three components. The SEEHEIM model provides a 
reference point for software architecture for interactive applications. Several later versions 
exist, or models derived from it, such as modified SEEHEIM (Dance et al., 1987) which 
extended the semantic level; extended SEEHEIM (Karsenty and Weikart, 1991), which 
aimed to include the complete application by means of extra components. 

 
The most commonly cited version today is the ARCH model (Bass et al., 1991; The UIMS 
Developers Workshop, 1992) (see figure 7d). ARCH represents an interface application as being 
composed of five components: 

- a toolkit that includes interactive objects. This component would correspond to the physical 
level in a decomposition of the SEEHEIM presentation element; 

- a presentation component, that corresponds to the logical level of the presentation element’s 
decomposition. It includes logical objects (tool-independent) and links the dialog unit to the 
presentation toolkit; 

- a dialog controller, which is the keystone of the arch and corresponds to the dialog controller 
of the SEEHEIM model; 

- a domain-adaptor, the intermediary between the dialog component and the application. It 
adapts the tasks to the domain and adds the “meaning” (a semantic level) to the data that 
comes from the application; 

- a domain-specific component, which has specific knowledge of the domain, ie. an interface-
independent representation of the application. 

 
The PAC (Presentation - Abstraction - Control) model proposed by Coutaz (1987; 1990) makes the 
assumption that an application and its associated HMI can be decomposed into a hierarchy of 
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interactive agents. The semantic, syntactic and lexical levels are thus distributed throughout the 
basic entities (called interactive agents). Each entity is made up of three elements (see Figure 7c). 

- a Presentation component which defines the exact syntax of the application, that is the 
visual appearance of the objects, their input/output behavior, and their relation to the user. 
The figure shows that depending on the level of abstraction being considered, the user 
interacts with a particular agent. The presentation of the application then corresponds to 
the union of the agents of which it is composed.  

- the Abstraction component which defines the semantics, that is the functionality of the 
application.  

- the Control component which handles the coherence of the relation between presentation 
and abstraction, acts as arbitrator and decision maker, and looks after any translation 
needed between abstract and concrete forms of a PAC object. 

PAC modelling offers a recursive way to describe an interactive system, because PAC can be 
applied at each abstraction level. For instance, if at a level i, a PAC agent represents a car, at a level 
i-1, other PAC agents could represent respectively the tyres, the car body, and so on; at the level i-
2, other PAC agents could represent sub-elements of the car body, and so on. In that condition, 
PAC model corresponds to a distributed version of the SEEHEIM model (and therefore to a 
distributed version of the ARCH model), with the addition of the notion of an agent. It can benefit 
from the properties of agents - modularity, the ability to look at the situation at different levels of 
abstraction, and the possibility of parallelism in regard to input/output relations. 7
 
Several researchers are currently trying to exploit the advantages of such a distributed architecture 
while using ARCH to guide implementation. For example, Nigay and Coutaz (1991) propose a 
hybrid model called PAC-AMODEUS, combining the components of ARCH with the distributed 
agents of PAC (figure 7e). In particular the controller of the SEEHEIM model can be made up of 
PAC agents. These kinds of models of HMI architectures represent a very important advance in the 
development of interactive systems. It is also important to note that currently many researchers are 
trying to adapt these models to develop architectures which permit multi-modal interaction 
(Ferrarri, 1994; Nigay and Coutaz, 1995) or Computer Supported Cooperative Work (CSCW) (Hill, 
1992; Dewan, 1992; Croisy, 1994). 
 
Each of these fundamental models stresses one specific aspect of the interactive system: 

- the abstraction level in LANGAGE; 
- the roles of the components in SEEHEIM and ARCH; 
- the hierarchical decomposition in PAC. 

However, as we have seen in this section, some similarities can be found between them. The 
SEEHEIM model can be expressed in terms of LANGAGE levels, just as for the ARCH model 

 
7 In order to keep this article short and clear we can only consider generic models. Thus we do not 
deal with MVC (Model, View Controller) which is the logical model underlying SmallTalk and 
which like PAC is agent oriented. The interested reader should consult (Goldberg, 1984). 
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which is an extension of SEEHEIM, and in grouping together each kind of PAC elements, the three 
main elements of SEEHEIM can be found again. Finally, PAC-AMODEUS is an illustration of how 
these different models can be combined to produce hybrid models, which can answer specific 
design needs. 
 
To illustrate the kind of intelligent interfaces proposed in section 3.2.2 we can use ARCH to 
organise the presentation of the different approaches. The reasons we use ARCH as the key to our 
presentation are as follows:  

(1) ARCH is a model now well known to most computer scientists;  
(2) ARCH is satisfactory as a frame of reference for all the ideas we wish to present; 
(3) it will not be difficult for a reader to translate what we say in this framework into other 

frameworks if required to do so. 
 
In what follows we will try as far as possible to hide features which are related to the particular 
method of implementation (neural network, natural language, inference engine, hypermedia, etc.) 
and present the general features. 
 
 
3.3. Review of the concepts of “intelligent” interfaces in relation to the ARCH model. 
 
3.3.1. Flexible interfaces: “advanced” “non-intelligent” interfaces. The concept of a flexible 
interface, also called “configurable”, “personalisable”, or “adaptable”, is one where a single dialog 
support system can be used to communicate with several different systems. In the most favourable 
case the user can configure the interface and its support according to subjective personal criteria, 
especially habits or preferences for the operational modes and the form of the human-machine 
dialogue. In the most extreme cases, which do not seem to have yet turned up in the literature, one 
could even think of choosing the type of interaction, for example direct manipulation, interaction 
using speech, natural language, menu, a method suited to the database, etc (Waern, 1989). A 
flexible interface uses only a very low level of intelligence, and generally consists of a database 
used by a presentation controller (Williges et al., 1987), which later is guided by the user according 
to the approach to a particular problem. 8
 
Generally speaking the knowledge needed for a flexible interface can be grouped into three 
knowledge bases (see figure 8). The first knowledge base holds the protocols for communication 
protocols with different applications that make up the work environment of the user. The second 

 
8 The idea of the flexible interface is currently evolving by taking into account ever more frequently 
ideas related to human tasks.  This is true, for example, in something like MAcWeb which is being 
developed for an interactive technical documents data base using hypertext.  In this system access 
to information in the documents is possible according to their use in connection with the current 
task, and not because of relevance to a particular document.  This is made possible by a network of 
relations in a hypertext-based data base (Nanard and Nanard, 1995). 
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holds modes of presentation (colours, sizes of windows, etc.) and the different styles of interaction 
which users can choose for the interface. The third is specific to each user of the overall system, 
and contains individual preferences for modes of presentation and/or styles of interaction. 
 
So, when an application is selected, the user implicitly chooses a communication protocol, which is 
suitable thanks to the “chooser”, for the application. Users then perform a dialogue with the 
application using an interface which has already been configured but which is sufficiently flexible 
to be changed simply and frequently as required by the users. 
 
As an example, consider the work of Muller (1988) who developed a flexible interface allowing 
users access to several AI tools and several databases. The AI tools and the databases were 
distributed throughout a network of three computers, which were mutually incompatible from the 
point of view of their operating systems. Muller’s problem was to find a way to get at the databases 
and the AI tools in a way that was transparent to users. Otherwise, it would mean that all users 
would need to know at least some operating system language commands to get access to each 
computer. Muller’s solution was a flexible interface controlled by an extra computer. If the user 
wanted access to Computer #1, then the extra computer emulated Computer #1 using its appropriate 
databases, and similarly for the other two computers. Thus, no matter where users’ requests were 
sent, users could always interact in the same way. The users’ tasks were much simplified because 
they could always use the same instructions and the same HMI dialogue no matter with which 
computer in the network they interacted. They could modify certain characteristics of the dialog, 
which were then memorised by the extra computer. 
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Figure 8. The concepts of a flexible interface /ARCH model 
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Flexible interfaces offer several advantages. First, the users’ actions are filtered and translated into 
the language of the relevant application. Second, information coming from the application are, in 
the same way, filtered and translated according to a predetermined style. Third, It becomes much 
easier to use a mixture of heterogeneous applications. However, it is usually very costly to develop 
such interfaces, as the cost depends heavily on the number of applications and their degree of 
heterogeneity. 
 
3.3.2 Human error tolerant interfaces. The development of interfaces tolerant of human errors is 
in practice based on studies of the kind of errors which humans make in simulated conditions. In 
these studies errors are identified by recording actions which result in the behaviour of the human-
machine system failing to meet well-defined criteria of productivity or safety. The notion is to use 
such studies to develop ways which, in the real world, will replace, improve, or cancel 
inappropriate human actions (Rouse and Morris, 1985; Hollnagel, 1989; Beka Be Nguema et al., 
1992; Masson, 1994). It should be noted that from the theoretical viewpoint these studies are based 
on task analysis, and modelling human tasks about how people reason, leading to human error 
taxonomies (Leplat, 1985; Rasmussen, 1986; Reason, 1990). 
 
The structure of such interfaces usually consists of several major components (see Figure 9). There 
is a decoding module, which translates users’ actions into data that the system can use. A second 
module identifies the action of the users, using a model of the context of the application to identify 
prescribed tasks. It can then correct the action if necessary according to criteria such as productivity 
or safety. A third module explains to the users the problems diagnosed by the system and the 
advantages to be gained from its proposed intervention. 
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Figure 9. An error tolerant interface represented in the ARCH model 
 
An example of this kind of system can be found in the RESQ system (Hollnagel, 1989; 1994). 
RESQ can detect human errors on line, in real time, in a well-defined domain. It combines 
identification and evaluation of plans of action as well as error elimination. RESQ is part of the 
GRADIENT system (Projet Esprit #857). A goal of that project was to implement “intelligent” 
assistance for industrial process control, particularly in power generation. RESQ uses plan 
recognition to help the control room operator. RESQ supervises operator actions and looks for cases 
where the actions seem incoherent or incorrect in the light of the operators’ current goals. (An 
example is when an operator fails to complete series of actions begun in the past, or when actions 
are greatly delayed, or several actions performed at the same time.) Hollnagel (1989) states that the 
system seems promising, and the results show it could be applied to other domains. However, much 
work remains to be done before it can be implemented widely in industry, and in particular one 
should be able to profit from recent advances in artificial intelligence, particularly in plan 
generation. Also, there would be a great advantage if automatic plan learning could be 
implemented. 
The usefulness of such a principle is undeniable, but it cannot always be applied. Such a system 
required an extremely reliable model of the application, both of the possible situations and of the 
possible actions. The latter will not be exhaustive, because it will probably be based on well-
defined fault conditions. But in reality, totally new situations often arise. In the latter case, neither 
the error tolerant interface nor the operator will have the necessary knowledge to cope with the 
problem based on past experience, and this type of system will then not be effective. 
 
3.3.3 Adaptive interfaces. The idea of an adaptive interface dates from the end of the 1970s. The 
way it extends the ideas of the previous two classes of interface is to add the notion that the 
dialogue between users and the system should adapt itself to the tasks which users have to 
accomplish. (See section 3.1 above.) Available literature contains many examples of architectures 
and methodologies for the development of adaptive interfaces (Edmonds, 1981; Rouse, 1988; 
Hefley, 1990; Brajnik et al., 1990; Kolski et al., 1992; Schneider-Hufschmidt et al., 1993). For 
example, Hefley (1990) integrated several approaches to develop a theoretical architecture using a 
group of agents whose aim is to support interaction between a given application and users (See 
figure 10). 
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Figure 10. An adaptive interface in the context of ARCH model 
 
The architecture proposed by Hefley contains the following elements.  
 
The plan identifier uses a database of the most common users’ tasks and the observed actions of the 
users to infer the users’ goal. The critic has the task to identify users’ actions that can be criticised 
in the light of the constraints to be observed (similarly to the notion of error tolerant interfaces). 
The coordinator of domain knowledge can assign certain tasks to the application program (such as 
calculation, table look-up, etc.) if the situation indicates that there may be a problem such as 
operator mental overload, the need for simultaneous tasks, etc. It uses allocation heuristics and 
specific domain and task knowledge. The response generator replies to questions put to it by users 
(including those that arise in unknown situations). The explanation generator has the task of 
explaining to users the answers it has generated. When asked by users, this agent gives the reasons 
for its choice of solution (including, for example, why it decided to take over a task from the user). 
The presentation generator handles the problem of making certain that the way information is 
presented to users is compatible with their current state of thought and knowledge. 
 
The PAC model can be used to detail these different interactive agents. Each of the elements above 
can correspond to a PAC agent of the highest level in the architecture, with a specific role in the 
organisation of the interface. For example, the agent plan indicator determines what goal the user is 
pursuing based upon the user’s actions. At lower levels, each of them can be seen as composed of 
smaller and more specialised agents. For example, the plan indicator can include specific agents for 
actions, representation of actions, inferences, etc. 
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Adaptive HMIs are the subject of much current research, but are turning out to be very difficult to 
implement especially in complex situations. Several examples can be found in the literature such as 
Bisson et al. (1992) and Furtado et al. (1995) which are based on MAD as a task model. Other 
examples can be found in intelligent tutoring systems field. 
 
One example which has been implemented, called "Imagery Decision Module" (MDI in French), 
can be found in Tendjaoui et al. (1991), and Kolski et al. (1993), in the form of an intelligent 
system to manage dynamic displays (Figure 11). MDI is part of a supervisory control program that 
filters information and presents the user with information pertinent with the current state of 
operation, placing it in a particular part of the screen. (The system is a complex one and includes 
information about prediction, diagnosis, detection of abnormal events, etc.) MDI is original in that 
it has three kinds of production rules underlying the interface. The first is WHAT to present to the 
user. The second is WHEN to present it. The third is HOW to present it. These three modules are 
connected to others which relate them to aspects of the situation, such as how serious the situation 
is, what kind of user is currently involved, what kinds of displays are available, and so on. Thus 
MDI takes decisions about WHAT, WHEN, and HOW in the light of how the situation unfolds, and 
maintains a permanent image in a specific area of the screen, to provide the user with the best 
possible and most up to date information. 
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Figure 11. The M.D.I. (example of adaptive interface) in the context of ARCH model 
 

3.3.4. Operator Assistants. In the ”Operator Assistant” approach the interface behaves as if it 
were a user’s assistant, and helps the user to complete tasks. This approach can be thought of as a 
generalisation of an adaptive interface. Such a system has both knowledge about the tasks to be 
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performed and the relevant data, and also continuously generates plans to accomplish tasks. The 
plans are able to do the following: (1) they can be used by users if necessary; (2) they can be 
immediately used by the Operator Assistant in the program if the user asks for them to be used. The 
concept of an “assistant” is not as recent as is sometimes thought, since the concept can be found in 
a paper by Bullinger and Fachnrich in 1984. 
 
Boy is one of the leaders in this area as a result of his work for NASA on “Intelligent Operator 
Assistant” projects (Boy, 1985; 1988; 1991). He gives the following example: 
“In an aircraft cockpit, a human co-pilot shares the work with the captain, but does not have the 
final responsibility: the captain is the captain! The captain can consult his co-pilot at any time 
during the flight, but the former has the ultimate responsibility. If the captain delegates part of his 
responsibilities to the co-pilot, then that responsibility becomes a task for the co-pilot to perform. 
Furthermore, the captain can interrupt a co-pilot’s task at any time if he thinks it necessary. 
However, a co-pilot can take personal initiatives, for example to test parameters, keep himself up to 
date with the development of a situation, predict which tasks can be foreseen, etc. A co-pilot can 
make use of the instructions in an operating procedures manual to the request of the pilot. He must 
be able to explain, at an appropriate level of detail, the results of any such use.” 
 
As an example, it is interesting to look at some of the early results of Boy in connection with an 
interface developed in the context of an operator model called MESSAGE (Boy and Tessier, 1985; 
Boy, 1986), during the evaluation of a cockpit design. The system being controlled was a simulator 
of a system for supplying the needs of satellites in orbit using the shuttle. The operator assistant, 
developed from concepts such as those found in Newell and Simon (1972) and in Card et al. (1983; 
Cf. 2.2.1) was embedded in a system for fault diagnosis called HORSES. The structure of this 
assistant can be thought of as a being made up of several modules (see Figure 12) (Boy, 1988). The 
most important elements were the following. First, a pattern recognition module which took into 
account the desired situation, the actual situation, situation awareness, and analytic knowledge in a 
“long term memory”, and which allowed the assistant to choose a subset of rules to use for 
inference. Second, there was a module for solving problems, which used the rules selected, by the 
first module, with the aim of helping the user, in response to a request made by the latter. 
 
The knowledge structure allowed the operator assistant as many as six levels of autonomy. In the 
case of MESSAGE these were: 9

- Level 0. The knowledge base was not used because the assistant was inactive. 
- Level 1. The knowledge base was connected to the application, and the operator assistant 

could deduce different possible situations. Each situation was regarded as a context in which 
different actions would be appropriate. 

 
9 Other famous works are related to levels of autonomy: see Sheridan and Verplanck (1978) or 
Moray (1986).  



A version of this paper has been published in: International Journal of Human-Computer Interaction, 10 (3), pp. 193-231, 1998.
   26 

- Level 2. The operator assistant could deduce one or more contexts that the human operator 
might choose. 

- Level 3. The operator assistant automatically chose a context appropriate to the current 
situation. If the human user approved that context, the assistant would undertake to execute 
the appropriate action and would send a message “executed” to the human user. The user 
could however decide to perform the task using the corresponding actions. 

- Level 4. There was completely automatic analytic diagnosis. The operator assistant decided to 
analyse the situation, identify the context, and inform the user of the result. During this phase, 
if there were no questions that required the agreement of the user, the latter did not see the 
process taking place. At the end of the analysis the assistant proposed actions to the user for 
confirmation. 

- Level 5. Everything is automatic. The operator assistant offered advice about the situation as 
well as about diagnosis. The assistant could also explain what it was doing to the user. 
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Figure 12. An Operator Assistant in the context of the ARCH model (inspired from Boy, 
1988) 
 
We see, thus, that the structure of the knowledge base allows an operator assistant to work at 
several potential levels of autonomy. Current work is concerned with the development of operator 
assistants in aviation and in space (Boy, 1990; Shalin et al., 1990; Amalberti and Deblon, 1992; 
Gerlach et al., 1995). These projects prove the feasibility of the approach, but, of course, much 
pluridisciplinary research is still necessary to study and optimise the possible cooperation modes 
between user(s) and operator assistant(s) (Millot and Hoc, 1997). In particular, recent work has 



A version of this paper has been published in: International Journal of Human-Computer Interaction, 10 (3), pp. 193-231, 1998.
   27 
added the idea of Machine Learning in such assistants, with the goal of extending, revising, 
optimising and adapting the knowledge base(s) of an assistant system, and then to improve their 
utility and maintainability. For instance, the COSIMA system dedicated to floor planning (a sub-
task of VLSI design) is based on Machine Learning methods; COSIMA is able to learn to avoid 
some errors that occur in the problem-solving process performed by the user, by observing the user 
(Herrmann, 1996). 
 
3.3.5. The HMI viewed as an intelligent agent. There is clearly a close link between the ideas of an 
intelligent agent and an operator assistant. The concept comes from work on distributed artificial 
intelligence, and the attempts to use a formal logic to model the behaviour of a rational agent. 
Currently the model is thought to involve the need to model intentional states, belief, desire, 
intentions, and undertakings (promises) (Chaib-Draa et al., 1992; Mandiau and Le Strugeon, 1995). 
 
The notion of an HMI using the concepts of an intelligent agent arises from the possibility of 
decomposing the human-machine system into a set of agents (see Figure 13). These agents would 
work in parallel or would cooperate, with the goal of solving their relevant problems in the light of 
the task to be performed. The results of their activities would be transmitted to the users, but at the 
same time they would perform a large number of other operations, for example to control the 
system itself. Mandiau et al. (1991a) have predicted the development of such systems, foreseeing 
(1) complex systems developed as reactive agents, (2) user assistance embodied as cognitive agents, 
(3) groups of users as external agents, (4) other HMIs viewed as intelligent agents. Thus the HMI 
becomes embedded in a universe inhabited by multiple agents (Gasser and Huns, 1989; Gasser, 
1991). 
 
In such a situation the HMI would not have to, in principle, merely understand and reason, but to 
take into account reasoning in relation to desires and promises (undertakings) to perform an action 
or fulfil a need, as well as to understand different goals. Such a module would have to be able to 
undertake to reach one or more goals that had been selected. If the goal is attainable, then a plan has 
to be generated; if not, then the goal should be selected by another agent (perhaps one in the domain 
of competence of a different interface). The plan would have to contain intentions to undertake 
tasks, and beliefs about the surrounding environment. The module would also include a number of 
abilities such as communication or probable responses of other agents. After the development of the 
plan, the agent would execute the plan in order to reach the goal for which it had been invoked. The 
goal would be achieved by a module that combined task execution and communication, depending 
on whether one or more acts of communication and cooperation with one or more other agents were 
needed. Such a module should be able to decide the appropriate agents to invoke to interact with 
itself to achieve the goal. 
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Figure 13. An intelligent agent in relation to ARCH model 
 
It is clear that such an idea indicates the need for a great deal of research and thought. One should 
consider at least the following three points. First, the need for the user to be able to work in a 
manner which makes the operations of the assistant “transparent”. Second, how can human-
machine systems be designed so that they can be decomposed into agents. Third, how can such 
systems be evaluated (Mandiau et al., 1991b; Banks et al., 1997)? Finally, there is a major problem 
of formalising different kinds of knowledge, especially when the number of agents becomes large. 
 
Currently this approach is speculative. Some of the ideas have been implemented in a system using 
cooperative agents in complex dynamic systems (Avouris and Liedekerke, 1993), developed using 
an architecture of multi-agents called ARCHON (Wittig, 1992). Fournier (1994) is currently 
working in the same tradition with the aim of providing computer programs that are more “human” 
and more “gentle”. Research shows a trend to building interface agents seen as “personal 
assistants”. Such agents assist the user in his or her tasks. Most of them are based on a learning 
approach: they observe the human-machine interaction to learn how they can, then, assist the user 
in regular activities (see, for example, Maes and Kozierok, 1993; Maes, 1994). A number of the 
Communications of ACM in 1994 were concerned with intelligent agents in interactive systems. It 
is clear that these approaches are becoming more and more popular for the development of 
cooperative systems (see for example Nakauchi et al., 1992 and Croisy, 1994; Conolly and 
Edmonds, 1994). 
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4. CONCLUSION 
 
The aim of this paper has been to provide a brief summary of the state of the art of models of 
architectures for intelligent HMIs. For this purpose we have first presented aspects which are 
primarily of interest to both cognitive and computer science, and then concepts related to interfaces 
which rightly or wrongly are called “intelligent”, for which purpose we have used the ARCH model 
as a frame of reference. 
 
Five types of intelligent interfaces have been reviewed. We have described their intelligence along 
two main aspects (see Figure 14): 

- the knowledge that the interface comprises about the user and his/her tasks, 
- the autonomy that the interface can reach in the management of the human-machine 

interaction. 
 
In fact, these aspects are correlated because the autonomy relies strongly on the knowledge 
possessed by the interface. Obviously, it requires the capacity to use this knowledge but this is more 
a technical question than a conceptual one. The position exposed in this paper is clearly a user-
centred approach that uses the models developed in cognitive ergonomics, rather than a technology-
driven approach. This is the point of view of “what we advocate” more than a review of what is 
realised in most daily developments. 
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Figure 14. Intelligent interfaces typology 
 
This typology of the intelligent interfaces makes distinctions that are based on their functional 
characteristics, ie. what they are able to achieve. The way these capacities are implemented is 
another and independent problem, for which there are many architectural solutions. Some of these 
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solutions have been given as examples. They have been exposed via the ARCH model, which was 
chosen for its basic, generic and adaptable features. We have clearly taken a stand at the modelling 
level; the design of the interface architecture is a different subject of study, which has not been 
deepened here.  
 
In view of the different approaches that have been examined, it is obvious that the development of 
interfaces requires an interdisciplinary approach because of the variety of problems, whether 
technical or human, which have to be considered. In addition to purely technical aspects of 
development (computer science, software and hardware engineering), the development of 
intelligent interfaces involves methods and models of classical artificial intelligence, as well as, 
more and more, models from distributed artificial intelligence. Next one must cite the need for 
cognitive science models, and cognitive models of tasks and of users, the ideas which come from 
cognitive ergonomics and cognitive and work psychology, and even, indeed research into human 
error and human reliability. There are even aspects of sociology which are relevant to cooperative 
work and organisational aspects of work, and these are appearing more and more in this domain. It 
seems obvious that different models and different tools will be needed as a function of the domain 
of application, such as tutoring systems, office automation, domestic applications, industrial process 
control, internet (information research, electronic commerce...), manufacturing, etc. 
 
It is only some fifteen years since research in this area began, and even though intelligent interfaces 
have hardly emerged from the egg, several major lines of development can be seen. 
 
A first research line consists of the improvement of the models, and the knowledge in general, used 
by the interface to determine its behaviour: 

- There is a need to discover how to model tasks so that they provide a database, which an 
intelligent interface can use to deduce the needs of the users. Are the most famous methods 
well adapted? Do we need specific task models? 

- In line with that need, and following Maes (1994) and Herrmann (1996), there is a need to 
study how automatic symbolic learning can be used to develop and update knowledge bases 
for intelligent HMIs. Indeed many Machine Learning methods exist (Michalski and 
Kodratoff, 1990; Buchanan and Wilkins, 1993), what are the methods which are really 
useable?  

- Starting from existing models of cognition, we need to produce better generic models of users 
of interactive systems. Often issued from cognitive sciences, could these models become, 
more or less rapidly, engineering tools for computer scientists and automatists?  

- Since there seems to be many domains of application with highly specific characteristics and 
demands, these will need to be studied individually before intelligent interfaces can be 
developed for them. 

- The idea of levels of autonomy for intelligent interfaces needs to be further examined, and 
related to different criteria, such as performance, human preferences, quality of production, 
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safety, support, etc. It seems obvious that multi-criterion decision-making needs to be 
introduced. 10 Indeed, the importance given to each criterion can vary largely from one 
application field to another, and also from one situation (normal or abnormal) to another, 
according to the dynamics of the application. 

 
A second major line concerns the methods used to develop intelligent interfaces: analysis and 
design methods are needed to help in the development of all the approaches reviewed in this paper. 
For instance, there are many software engineering methods, such as SASD (Structured Analysis and 
Structured Design; deMarco, 1979), SA-RT (Structured Analysis - Real Time; Hatley and Pirbhai, 
1988), OMT (Object Modeling Technique; Rumbaugh et al., 1991), MERISE (Tardieu et al., 1985; 
1991), SSADM (Longworth and Nicholls; 1986), and so on. Many methods are general (like OMT), 
or dedicated to specific application fields (such as the real time systems for SA-RT, or the 
information systems for MERISE). Could such methods be adapted and take into account intelligent 
interfaces concepts? Is it necessary to propose specific methods? A study could be very useful for 
that purpose. Moreover just as there are now development environments and shells for developing 
systems which use knowledge bases, and environments and shells for developing HMIs, we need 
the same facilities - in form of Computer Assisted Software Engineering (CASE) tools, for the 
development of “intelligent” HMIs. Such CASE tools would support special analysis and design 
methods. 
 
And finally, we see a third research line in the extension of the intelligent interface notion to a 
larger area. Specifically, it needs to be considered in relation to the development of intelligent 
HMIs for cooperative work and for multimodal interaction. As regards the area of cooperative 
work, the agent notion can be useful because it is well-adapted to modelling groups of interacting 
humans and computers. In this way, the interaction stays no more in the “couple” composed of one 
human and one computer but in the group including human agents and computer agents. That 
introduces specific cognitive and design problems (some research directions are given in Le 
Strugeon et al., 1996). The use of multimodal tools is another way to widen and enrich the 
interaction (Earnshaw and Vince, 1995). The interface has different tools at its disposal to dialogue 
with the user. Obviously, each of these tools has its own characteristics and must be used in the 
situations to which it is adapted. In other words, the intelligent interface must decide which kind of 
media is the most adapted in the current situation, and the user(s) concerned. 
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10 See the Journal of Multi-criteria Decision Analysis (Wiley). 
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