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There has been a growing interest in recent years in correctly predicting the Length of
Stay (LoS) in a hospital setting. Estimating the LoS on patient’ admission helps hospitals
in planning, controlling costs and, providing better services. In this paper, we consider pre-
dicting the LoS as a regression problem for which we implement and compare different 
Machine Learning (ML) algorithms. Multiple Linear Regression (MLR), Support Vector 
Machines (SVM), Random Forests (RF), and Gradient Boosting model (GBM) are imple-
mented using an open-source dataset. The methodological process involves a preprocessing
step combining data transformation, data standardization, and categorical data encoding. 
Moreover, the Synthetic Minority Over Sampling Technique for Regression (SMOTER) is
applied to handle unbalanced data. Then, ML algorithms are employed, with a hyperpa-
rameter tuning phase to obtain optimal coefficients. Finally, Mean Absolute Error (MAE),
R-squared (R2), and Adjusted R-squared (Adjusted R2) metrics are selected to evaluate the
model with parameters.

Keywords: length of stay in hospitals, data preprocessing, machine learning, unbalanced
data, parameters tuning

1. INTRODUCTION

The growth in the population worldwide in recent years, results in health-care insti-
tutions lacking resources. Healthcare institutions, academics, and companies in different 
areas have pooled their efforts to optimize hospital resources while maintaining the qual-
ity of services. Patient’s Length of Stay (LoS) is an important indicator for assessing 
health-care services. Hence, interest in predicting the LoS in hospitals is grown. The LoS 
is defined as the interval between patient admission and his discharge from the hospital 
[1]. Predicting LoS contributes to the organization and scheduling of care activities by 
estimating the date of the patient’s discharge and thus can be used to predict patient in-
flows. This helps to reduce the patient waiting times and the workload of the health-care 
professionals. The main purpose of predicting the LoS is to optimize the use of resources
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and manage budget constraints in hospitals. In all public and private French hospitals,
a special program called the “Information Systems Medicalization Program” (ISMP) (In
French PMSI) is implemented to calculate the correct amount of funds to be allocated to
each hospital department to reduce the disparity in resources between health institutions
[2]. As mentioned in [3], predicting the LoS aims to force hospitals to comply with budget
constraints and to facilitate reimbursement.

In the context of predicting LoS, an essential step is to study the factors impacting
this indicator in various medical units. According to [5], LoS is considered as a com-
plex variable that can comprise the clinical and social contexts of patients and their care.
This complexity is a characteristic of medical data, as medical datasets contain heteroge-
neous information (numerical, categorical, textual, images, etc.) that comes from multiple
sources. Health databases for hospital stays are often large and contain incomplete and
biased data. Furthermore, confidentiality must be ensured for all medical data and access
must be restricted [7]. A large amount of medical data is stored in healthcare institu-
tions, therefore, Data Mining (DM) methods are widely employed to determine factors
influencing the LoS and Machine Learning (ML) models to predict it [16].

This paper aims to propose a solution for predicting the Length of Stay based on
Artificial Intelligence methods including DM and ML methods. First, a review of the
literature is presented to define a representation characterizing the LoS. This is a cru-
cial step as it provides the input for the prediction algorithm. A classification process
starting with data preprocessing, followed by machine learning and model evaluation is
developed. SMOTE for Regression is used to address the problem of unbalanced data.
Several machine learning models for regression are compared: Random Forests (RF),
Gradient Boosting Model (GBM), Support Vector Machines (SVM), and Multiple Linear
Regression (MLR). Finally, the results are given and discussed. Also, the conclusion and
prospects are presented.

2. LITERATURE REVIEW

It is essential to understand what are the factors influencing the LoS because they
are the key inputs of ML models. In [8], M. Rigal shows that Los is strongly linked to
medical unit. Indeed, LoS models in an emergency or walk-in unit differ from those in
other departments. In emergency departments, the patient’s stay is measured in hours
whereas in the cardiac department, for example, it is calculated in days. In this section,
we present researches on factors impacting the LoS in most cited medical units and ML
algorithms used to predict it.

In [9], R. J. Lafaro et al. use specific variables for predicting LoS in Cardiac Inten-
sive Care Units (CICU) such as O2 delivery levels, hematocrit levels, serum creatinine,
and blood gas analysis. These variables are selected using the ALM method (Asset Liabil-
ity Management). An Artificial Neural Network (ANN) model is then applied to predict
the LoS. Moreover, in a cardiac unit, authors in [10] implement and compare different
algorithms: Decision Trees (DT), Support Vector Machines (SVM), and Artificial Neural
Networks (ANN) to predict the LoS of patients suffering from Coronary Artery Disease.
The results show that SVM is the best fit. Once more these algorithms use variables
related to the unit specialty such as: diastolic blood pressure, hemoglobin, cholesterol,
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and associated comorbidities. Tsai et al. [11] explore factors affecting the LoS for pa-
tients with one of the three primary diseases: coronary atherosclerosis, heart failure, and
acute myocardial infarction in a cardiovascular unit. The study includes the patient’s
address, diagnosis, comorbidities, and method of reimbursement. Multiple Linear Re-
gression (MLR) and ANN are used for prediction. ANN produced the best results. For
all the studies in the cardiac unit, the patient’s age and gender are considered as basic
variables impacting the LoS.

Several studies have focused on predicting the LoS in Intensive Care Units (ICU).In
the study conducted by [13], the Medical Information Mart for Intensive Care database
(MIMIC) is used to predict long LoS [34]. This database includes patient’ admission,
transfer, and discharge, as well as, medical examinations, laboratory test results, and di-
agnostic and demographic variables. The prediction accuracy of ANN is approximately
80% and outperformed linear models. The researchers in [14] identify demographic vari-
ables, patient medical history (cardiac, renal, and pulmonary diseases), creatinine levels,
heartbeat, etc. as a part of relevant variables. They then compare ANN with an Adaptive
Neuro fuzzy System for predicting LoS. The Adaptive Neuro-fuzzy System performed
better as it considers the expert’s knowledge.

In surgery units, predicting the LoS is effective in the pre-operative or post-operation
phase. The survey in [15] shows that some factors differ between an urgent operation and
a non-urgent operation. These factors are demographics, medical history, vital signs, lab-
oratory tests, and caregiver’ notes. The final subset of features is selected according to
healthcare experts. Numerous machine learning algorithms have been tested including
DT, Random Forests (RF), and SVM. The RF outperformed all the algorithms tested.
Furthermore, DT, Naive Bayes (NB), and K-Nearest Neighbors are applied in [16] for
predicting the LoS in a general surgery department. The overall best accuracy is obtained
with DT and is 88.9%. In this study, the patient’s information is gathered and type and
number of operations, transfer conditions, number of visits, number of tests, and the num-
ber of previous stays are considered in the prediction model. In addition to SVM and DT,
NB is used to predict LoS in an emergency department. The results show that using a
subset of features improved model performance [17].

From this past research, we conclude that it is crucial to start by investigating the
factors impacting the LoS in a hospital setting in order to predict it. We notice that factors
impacting the LoS depends on the type of medical department to which the patient is
admitted. In the majority of studies, the authors focus on predicting LoS in cardiac units,
Intensive Care Units, and surgery units, as these departments request more funding from
the hospital and use more resources. Besides, patient’ information (demographic and
medical) is commonly integrated into LoS models. Furthermore, we assume that ML
algorithms, especially supervised learning techniques, can serve as valuable reference
tools for predicting LoS. Artificial Neural Networks, Decision Trees, Multiple Linear
Regression, Support Vector Machines, and Random Forests are the most cited algorithms.

In our study, we compare different algorithms. First, we test linear models such as
MLR and SVM. Second, we test ensemble models based on DT such as RF and GBM.
The first objective of our study is, to define a common representation of LoS in several
medical units cited. The second objective is, to address problems present in the dataset
and try to improve the LoS model prediction performance presented in [18] by applying
more sophisticated methods in the preprocessing step.
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3. DATASET AND MACHINE LEARNING PROCESS

In this section, the used dataset is described, and our methodological process is de-
tailed.

3.1 Dataset Description

In our study, the real dataset is still being prepared due to administrative procedures
regarding confidentiality, so, we chose to use the open-source Microsoft dataset for pre-
dicting the length of stay [20]. This dataset offers similar variables describing the LoS
than those found in the literature. It includes patient’ demographic information such as
gender, medical history (renal disease, pneumonia, depression, etc.), vital signs (Body
Mass Index or BMI, pulse, etc.), and laboratory data (hematocrit, creatinine, etc.). It is
also a heterogeneous open-source dataset that provides categorical data (e.g. gender) and
numerical data (e.g. glucose).

The dataset included 100,000 observations and 28 variables. Before any processing
of the dataset, we remove the variables eid, date of entry, date of exit, and BMI. The se-
quential variable eid which is a sequential number does not provide any extra information.
The entry and the exit dates are omitted as long as we had the time spent in hospital (LoS).
Concerning the BMI, according to the study carried out by [19] the BMI is not a measure
“health” or a physiological state indicating the presence (or absence) of a disorder. It is
simply a measure of human size. We analyzed the correlation between BMI and LoS to
check its consistency with the results of the statistical analysis. The value of the Pearson
coefficient is 0.0001 with a p-value of 0.96 which shows a very low correlation.

3.2 Machine Learning Process

Our ML process includes four main steps: data analysis, data preprocessing, Ma-
chine Learning models, and model evaluation.

3.2.1 Data analysis

Univariate statistical analysis is employed. First, we distinguish numerical variables
from the categorical one to adapt the data preprocessing to the data type. Then, we analyze
the distribution, presence of outliers, and missing values in the variables used in this study.
This defines preprocessing techniques to be used in the next step.

In the dataset used, there are no missing values in all the variables. Concerning data
distribution, only the two variables neutrophils and bloodureanitro representing the “av-
erage value of neutrophils” and the “average value of blood urea” respectively are having
a non-normal distribution. Also, all variables contain outliers. So, a standardization
technique is therefore applied as will be described below, to address this issue.

3.2.2 Data preprocessing

Data preprocessing is considered as the main step in any ML classification process.
It refers to the transformations applied to data before feeding it into our ML algorithms.
The goal is to convert the raw data into a clean dataset. We had to apply a logarithmic
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transformation and standardization to deal with the presence of outliers in the numerical
used variables used. Data encoding is applied to categorical variables to convert them to
numerical format, as ML algorithms require numerical data.

Data transformation

Data transformation is required when the data distribution is non-normal. Firstly,
histograms are plotted to assess the distribution of each variable. As an example, the
following figures show the histograms and the distribution of the variable neutrophils
before (Fig. 1) and after (Fig. 2) transformation.

Fig. 1. Histogram before transformation. Fig. 2. Histogram after transformation.

The distribution of this variable is non-normal, a transformation using the logarith-
mic function is used. This decreases the variance of a variable by transforming its distri-
bution to normal, reducing the effect of outliers or eliminating any outliers. In the dataset
used, only two variables are not normally distributed with a high number of outliers.

Data standardization

Data Standardization is applied when the input features (continuous variables) are
normally distributed with different means and standard deviations. For this purpose, we
chose the Z-score method. The Z-score method used is as follows, where Xi represents
an observation, µ is the average of the variable X , and σ is its standard deviation:

Zi =
Xi −µ

σ

This transformation converts all the variables into the same scale and harmonizes the data
structure [32].

Categorical data encoding

For encoding categorical data, the One-Hot encoding method is the most widespread
approach and works very well. In this approach, we simply create additional features
based on number of unique values in the categorical variable. Each value is transformed
to new column with binary value indicating ether the modality is checked or not. This
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method is used to ignore the natural ordered relationship between integer values [22, 21].
A categorical variable containing 4 values is splited into 4 different variables, for example.
The table below illustrates this method for the variable “rcount”, which represents the
number of readmission over the previous 180 days.

Table 1. Application of the One-Hot-Encoding approach to the variable rcount.
rcount 0 1 2 3 4 5+

rcount 0: 0 readmissions 1 0 0 0 0 0
rcount 1: 1 readmissions 0 1 0 0 0 0
rcount 2: 2 readmissions 0 0 1 0 0 0
rcount 3: 3 readmissions 0 0 0 1 0 0
rcount 4: 4 readmissions 0 0 0 0 1 0

rcount 5+: 5 or more than 5 readmissions 0 0 0 0 0 1

Synthetic Minority Over-Sampling Technique for Regression (SMOTER)

The prediction of rare extreme values of a continuous variable is very relevant in var-
ious real-world fields. In our dataset, the target value is continuous and contained outliers
or extraordinary values resulting in an unbalanced dataset that making it hard to predict
the minority present values. To check the LoS distribution in our dataset, we plotted its
histogram and boxplot. The histogram shows the unbalanced frequencies of the LoS vari-
ables and the boxplot highlights the presence of outliers (see Figs. 3 and 4 below). From
these figures, we noticed that the minority values belong to the interval [11:17]. In fact,
such values represent outliers detected by the Boxplot. In addition, there is a considerable
gap between the Los frequencies (for example 2 and 8).

To address this issue, we applied the Synthetic Minority Over-Sampling Technique
for Regression (SMOTER). It is a variant of Synthetic Minority Over-Sampling adapted
to regression problems that addresses classification problems with unbalanced class [24].
This technique uses sampling approaches to change the distribution in a training dataset
to reduce unbalance, which would otherwise result in a bias towards solutions that are not
within the user’s objectives. SMOTE addresses classification problems with unbalanced
class distribution.

For regression tasks, few works address this type of problem. The basic feature of
this method is the possibility of under sampling the dominant values and/or oversampling
minority values [23]. This technique is particularly useful when the target values of in-
terest for making predictions within a given dataset are known by a domain expert. The
method is explained and implemented in [33]. We define manually a specific region or a
rare values in the target. In our study, for each minority value which belongs to [11, 12,
13, 14, 15, 16, 17], a binary parameter is set to 0 or 1, where 1 if the value is relevant and
0 if not.

From Fig. 5, we can see that after applying SMOTER on the minority values of the
LoS variable, the number of observations is bigger. The new dataset is then used as an
input of ML algorithms. The results of ML algorithms with and without applying the
SMOTER are also compared.
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Fig. 3. Histogram of the LoS variable. Fig. 4. Boxplot of the LoS variable.

Fig. 5. SMOTER method for the variable LoS.

3.2.3 Learning methods for regression

The next step is to develop learning regression algorithms. Multiple Linear Regres-
sion (MLR) [29], Support Vector Machines (SVM) [28], Random Forests (RF) [25], and
Gradient Boosting Models (GBM) [26] are compared and approved to obtain the best
model. These algorithms are highlighted in much research for predicting LoS. Indeed,
the study in [18] proved that RF outperforms the GBM in predicting LoS using the same
dataset including all variables and without any variable selection method. The objective
of this study is, therefore, to apply more preprocessing methods and then to compare su-
pervised techniques based on linear regression (MLR and SVM) which are sensitive to
outliers, with those based on DT such as ensemble methods (RF and GBM).

As it is a supervised approach, we split the initial dataset into a training dataset (70%)
and a test dataset (30%). All the algorithms are applied to two different datasets: the first
one applying SMOTER and the second one without applying this method. To further
improve our training model, parameter tuning is conducted using the Random Search
for hyperparameter optimization. James Bergstra and Yoshua Bengio proposed the idea
of a Random Search for hyperparameter optimization in [30]. The method is based on
defining a sampling distribution for each hyperparameter. For each algorithm, we chose
to tune the most important parameters. In the case of MLR, the fit intercept parameter
indicating whether to calculate the intercept for the model is used. For SVM, the kernel
and its degree are adjusted. For RF, the number of trees in the forest is used in addition to
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the maximum depth of the trees. Finally, when using GBM, we tuned the maximum tree
depth and the learning rate, which corresponds to how quickly the error is corrected from
each tree to the next [31]. All the chosen parameters are interrelated.

4. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, the experimental results and model evaluation are presented. In any
ML process, the last step is model evaluation. This step tests a model with different
parameters and saves the best model. Python programming language is used in the im-
plementation phase and a PC with an Intel(R) Core(TM) i7-8650U processor with 8 GB
of RAM. Regression metrics such as MAE, R2, and Adjusted R2 are used to evaluate the
performance of the system. MAE represents the absolute difference between the pre-
dicted and observed values and its robustness to outliers in the dataset. R2 and Adjusted
R2 highlight how well the target variable explains the variability in the attributes.

The results of all the metrics used in the model evaluation (MAE, R2, Adjusted R2)
are presented in Table 2 for both datasets used (with and without SMOTER). Also, the
time taken to run the experiments is given in seconds. A discussion of results is then
presented.

Table 2. Machine learning model evaluation.
Datasets Dataset without SMOTER Dataset with SMOTER
Metrics MAE R2 Adj R2 Time MAE R2 Adj R2 Time

Multiple Linear Regression 0.88 0.76 0.76 3.09 0.97 0.71 0.71 3.75
Support Vector Machines 0.54 0.89 0.89 2683.03 0.54 0.89 0.89 2283.29

Random Forests 0.7 0.85 0.85 896.43 0.72 0.84 0.84 697.35
Gradient Boosting Model 0.44 0.94 0.94 250.37 0.45 0.93 0.93 171.37

Analyzing the results from Table 2 regarding the performance of the models, GBM
outperformed all the other with the lowest value of MAE equal to 0.44 and an R2 and an
adjusted R2 close to 1 with a value of 0.94. We consider these results to be good. As both
GBM and RF are ensemble methods based on DT and apply respectively boosting and
bagging algorithms, we noticed that the boosting method is more suitable to the dataset
used than the bagging one. As boosting does more to reduce bias which is highly present
in our dataset than variance which is corrected in the preprocessing step. Even the fact that
in GBM the trees are built sequentially in opposite to RF where they are built in parallel,
the time execution required by GBM is less than the one required by the RF. In fact, for
the RF, a large number of trees may make the algorithm slow for real time prediction.

Comparing the SVM algorithm which is supporting linear and non linear regression
and the MLR algorithm, SVM performed slightly better than the MLR (MAE = 0.54
against 0.88 and R2 and adjusted R2 = 0.89 against 0.76). As MLR is simple to be im-
plemented and attends to minimize the error between prediction and target, unlike the
SVM that makes sure the errors do not exceed a threshold, the time execution for SVM is
broadly larger than in MLR. This is due to the number of parameter tuned for MLR which
is less than the one tuned for SVM. Another remark is that the SVM surpassed the RF as
the output of the RF is simply the mean of all trees output generated by the algorithm.
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SVM always takes a longer time execution as it requires a lot of time for training the
model.

Concerning the results of ML models applied on dataset without SMOTER, the re-
sults are not improved and are very close comparing the evaluation metrics used. The
behavior of all algorithms is not changed with the application of SMOTER method.
SMOTER method, thus, is not enough to overcome the problem of unbalanced data. As
mentioned in [33] this technique is most useful when the target values are known by a
domain expert. In our case, these values are just obtained based on outliers values.

To further analyze the output of the best trained model, we plot the histogram rep-
resenting the percentage of deviations between the predicted values and the target values.
A perfect prediction is with a deviation equal to 0. Almost half of the predicted values
are correct. Also, 43% of deviations values are equal to 1 day error. In terms of hospital
management, this gap can be acceptable. Thus, the developed tool can attend 92% of
correct predicted values. Only 3% of difference values are greater or equal to 3 days. In
most cases, this percentage corresponds to the target belonging to minority values.

Fig. 6. Difference between output and target values.

From the experiments, GBM outperformed MLR, SVM, and RF in all the metrics
cited above. Furthermore, the execution time for the GBM is shorter than for the other
algorithms. For a real case study, if LoS needs to be predicted in real time, GBM is a good
algorithm regarding to the variables used in this study. We had to find a good compromise
between the two constraints in our design which are a minimum error in predictions and
less time execution. The best models have been saved and will be trained on a real dataset
later. All implemented ML methods proved their efficiency in past studies [10, 11, 15,
18] and in this study. Regarding the factors used to predict the LoS, previous research
suggest to employ variables related to a specific unit. In our study, we used common
variables to several units (cardiac, ICU and surgery). There are the classical demographic
information such as gender, age, etc. In addition to variables describing biological tests
results such as hematocrit, creatinine, hemoglobin, cholesterol. Also, all patient’s medical
history is reported (asthma, renal disease, iron deficiency, etc.). Moreover, we consider
the comorbidity, heart pulse and psychological patient’s state [9, 10, 13, 15].

Taking into account these results and to improve the performance of the models, the
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role of medical experts is crucial in the preprocessing step. Indeed, they could decide if
a value represents an outlier or not. We applied the SMOTER technique to address the
issue of the presence of outliers in the variable of interest (LoS). For the ML phase, after
tuning the parameters, it is extremely important to find the right combination parameter
values to train the model. Furthermore, the objective of the study must be defined before
choosing the ML method (e.g. real time prediction or not).

5. CONCLUSION

In this paper, we compared different Machine Learning algorithms for predicting the
Length of Stay (LoS). We first investigated the factors impacting the LoS and the most
common ML methods in the literature. The open source Microsoft dataset for predicting
LoS is used to develop the models. The preprocessing step involves data transforma-
tion, data standardization, and categorical data encoding. The Synthetic Minority Over
Sampling Technique for Regression is tested to handle the problem of unbalanced data.
Several ML algorithms are explored: Multiple Linear Regression, Support Vector Ma-
chines, Random Forests, and Gradient Boosting Model. A hyperparameter tuning phase
is carried out using the Random search method. The results show that the GBM outper-
formed other algorithms used in this study with an MAE lower than 0.44 and an R2 and
Adjusted R2 greater than 0.94 when the SMOTER technique is not used.The implementa-
tion of SMOTER method did not improved the results as its application requires medical
expert to define the rare values. We consider that the results are satisfactory with regard
to the nature of the dataset we used.

One potential limitation of our study is the necessity to conduct an additional study
on a real dataset to confirm the results. We had to use the Microsoft dataset as an example
due to the requirements in anonymizing the data in a real case study. This dataset allows
us to highlight the complexity of medical data. For better results, large real datasets can be
used and a more sophisticated technique to transform the target variable can be employed.
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