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Abstract

Maintenance optimization of railway infrastructure includes several kinds of
aspects, such as safety, economic, operational, organization and regulatory issues.
Among them the regulatory issues, that are fixed, increase the maintenance costs
signifi-cantly. This is especially true in so-called capillary networks (local regional
railway networks), where only the freight transport exists. Hence, the question is
how to minimize maintenance costs with respect to regulatory issues? To solve
this prob-lem, we propose a clustering approach. The idea is to cluster tracks,
considering elements of railway infrastructure as attributes. Once railway tracks
are clustered in groups with similar attributes, then the maintenance can be
organized more ef-ficiently. In this paper, Variable Neighborhood Search
metaheuristic is developed to solve minimum sum of squares clustering problem.
Based on the results of clus-tering and available real and simulated data we
report 22% savings in maintenance schedule for clusters.
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1 Introduction

In the past, railway maintenance procedures have been traditionally planned
based on the knowledge and experience of each company, accumulated over
many decades of operation, with the major goal of providing a high level of
safety to the infrastructures, without much concern over the economic issues
[4]. But, according to the standards, maintenance is a “combination of all
technical, administrative and managerial actions during the life cycle of an
item intended to retain it in, or restore it to, a state in which it can per-
form the required function” [5]. Also, there are many aspects of maintenance
that can be the subject of optimization, including decisions regarding mainte-
nance intervals, balance of corrective and preventive maintenance, grouping of
maintenance activities, and the timing of maintenance and renewal [14]. The
academic literature presents a range of methods for optimization and decision
support for maintenance of critical infrastructure, but so far, these have rarely
been adopted by the studied industries, and also did not treat the regulatory
issues.

In this paper we take into account regulatory issues as one of really im-
portant aspect of railway maintenance optimization. The regulatory issues
are fixed, and they are defined by national safety railway law, then by na-
tional safety rules, by standards and by internal rulebooks of the railways
companies. This chain increases the maintenance costs significantly. This
is especially true in so-called capillary networks (local regional railway net-
works), where only the freight transport exists. Now, the question is how
to minimize maintenance costs with respect to regulatory issues? To solve
this problem, we propose a clustering approach. The idea is to cluster tracks,
considering elements of railway infrastructure as attributes. Once railway
tracks are clustered in groups with similar attributes, then the maintenance
can be organized more efficiently. Several variants of Variable Neighborhood
Search (VNS) metaheuristic are developed to solve minimum sum of squares
clustering problem such as: VNS-j-means, VNS-j — h — k-means, Variable
Neighborhood Descent VND-k — h-means and VND-Nested 7 — h — k-means.
Based on the results of clustering and available real and simulated data we
report 22% savings in maintenance schedule for clusters.

The remainder of this paper is organized as follows. Section 2 describes
the considered clustering problem with the attributes for classification. VNS
variants for classification are explained in Section 3. Furthermore, in Section 4
present our VNS for the preventive maintenance scheduling problem. Finally,
Section 5 is devoted to our conclusions.
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2 Clustering problem

Cluster analysis or clustering is the task of grouping a set of objects in such
a way that objects in the same group (called a cluster) are more similar (in
some sense or another) to each other than to those in other groups (clusters).
It is a main task of exploratory data mining, and a common technique for
statistical data analysis, used in many fields. Clustering is a powerful tool for
automated analysis of data.

Among many criteria used for cluster analysis, the minimum sum-of-squares
is one of the most popular since it expresses both homogeneity and separa-
tion. Minimum sum-of-squares clustering (MSSC) consists in partitioning a
given set of n entities { P!, P2, ..., P"}, where P" € R® with s is the number of
attributes, into & clusters in order to minimize the sum of squared distances
from the entities to the centroid of their cluster. Let X7 € R®Vj = 1, ..., k the
continuous variable representing the center of cluster j; w;; € [0,1] variable
corresponding to the weight of the Euclidean distance between the center X7
and the entity P’. A mathematical programming formulation of MSSC is as

follows: -
ANy, x ZzwszPi—X”P (1)
i=1 j=1
subject to :

k
d wy=1Vi=1,..n (2)
j=1

Wi € [O, 1],V’L =1,.mVy=1 ..k (3)
X eR.VYj=1,...k (4)

Based on the regulation parameters and the rulebooks, we selected a larger
spectrum of attributes: length of track, train speed, number of the trains,
traffic load, traffic load of dangerous goods, type of traffic, axle load, integrated
functional safety, age and quality, alternative route, time constrains, type of
track, type of sleepers, and type of switches. In total we consider 14 attributes
for generated data, as shown in the Table 1, and five attributes for the real
data. For real data attributes are limited due to the available informations
and they are: Traffic load, train speed, number of trains, number of trains
with dangerous goods and traffic load dangerous goods.

The generated data in Table 1 were obtained and computed based on real
references, for example: train speed is taken from the network statement of
Dunkerque’s port [2], as volume of the traffic load, and traffic load of dangerous
goods [1]. The age of the switches is maximum 30 years (page 371, [11]).
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Average rail age: 4.4 — 39 years [13]

Table 1
The 14 parameters used for the generated data

o o 2= -4 » =

- £ s |zm s |sual B 2E > a e (o 5 ] = H
Plr P Ee | 5 (2355 B % | EE|EE |zE & | £

IS ] - ; B e ojanz g .‘Ef‘ ] 2 2E F g = EH & z

1 02500 | 03333 | 01984 | 01984 | 01710 | OIE? | DOO00 | 09250 | 00000 | DS000 | 10000 | 03333 | 0555 | 06000
2 | o | 0335 | o10m | 010m | 012% | 05000 | 00000 | 02000 | 00000 | 10000 | 1000 | opeer | 07222 | oz000 |
3 01250 | 08333 | 08297 | 08297 | 07961 | 07273 | 1,0000 | 08250 | 0,0000 | 08333 | 00000 | 03333 | 01111 | 0,000 |
a O1E/S | OBGGY | 07455 | 07455 | 07589 | 05000 | 00000 | 05750 | 00000 | 10000 | 10000 | 06667 | OFm9 | 02000
5 01875 | 01667 | 00401 | 0001 | 00128 | 03182 | 00000 | 01750 | 0,0000 | 05000 | 00000 | 0,6667 | 05556 | 0,2000 |
[ 06250 | 10000 | 02926 | 02926 | 02297 | 00455 10000 00250 | 10000 | 03333 | 00000 | 10000 | OF/78 | 02000
72 | 0f125 | 03333 | 02325 | 02325 | 00270 | 05091 | 0,0000 | 0,0750 | 0,0000 | 0,333 | 10000 | 10000 | 0,000 | 1,0000
73| 01250 | 08333 | 03026 | 03006 | O0ORE | 05455 | 10000 | 06750 | 10000 | 0,6667 | 10000 | 00000 | 02770 | 06000
74| 1,0000 | 10000 | 00721 | 00721 | 00713 | 0,009 | 1,0000 | 0,5000 | 0,0000 | 03333 | 10000 | 06667 | 05556 | 1,0000
75 01250 | 05000 | 00922 | 00922 | 00295 | 03636 | 00000 | 03750 | L0000 | 10000 | 00000 | 03333 | 035556 | 08000

It is known that MSSC problem is an NP-hard problem |[3], hence we
develop VNS for this problem in the next section.

3 VNS for classification

VNS is a metaheuristic, or a framework for building heuristics, first time pro-
posed by Mladenovi¢ and Hansen (1997) [12]. It is based on the systematic
exploration of different neighborhood structures within a local search routine.
Generally speaking, there is a change of neighborhood each time that the local
search algorithm stops (i.e., when the local optimum is reached). This avoids
the algorithm to be trapped, given that a local optimum may not remain op-
timal for another neighborhood structure [9,10]. VNS is a flexible framework
for building heuristics to solve approximately combinatorial and global opti-
mization problems. It exploits systematically the possibility of changing the
definition of neighborhood structures within the search for a globally optimal
(or near-optimal) solution. The VNS algorithm has been successfully applied
to optimization problems in different fields, such as logistics, transportation,
clustering, location, scheduling etc. The success of VNS is mainly because it
exhibits the desirable properties of meta-heuristics [9,10], such as simplicity,
robustness, user-friendliness, and generality.

Among many heuristics for MSSC [6], the k-means local search algorithm
is the most popular. Given an initial partition, an entity P’ that belongs to
the cluster Cj in the current solution is assigned to some other cluster C, i # [.
New centroids and objective function values are then updated by using simple
formula; a neighborhood of the current solution is defined by all possible such
exchanges (i.e., for all i and j). A move is made if the best solution in the
neighborhood is better than the current one. Otherwise, the procedure stops.
Another popular heuristics is the so-called h-means algorithm. It is the same
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as k-means, the only difference is the step at which the objective function in
updated: in k-mean, it is done after a movement of each entity to its close
cluster. But in h-means, it is done after that all entities are moved to their
closest clusters respectively. A new descent local search heuristics, called j-
means, is proposed in [8], where the cluster centroid X" is relocated at some
entity which does not already coincide with a centroid. Since this move may be
a large one and corresponds to n; relocations (or n; k-means moves), we refer
to it as jump, hence the name j-means. Obviously, heuristic solution obtained
with the jump neighborhood could be improved by the k-means and/or h-
means heuristics. Using them after j-means gives a VND heuristics called
J + h + k-means.

We developed, and test on our data, eight methods: k-means, k-means-+,
h-means, j-means, VNS: j-means, VNS: j — h — k-means, VND: k& — h-means
and VND: Nested j — h — k-means. All the methods work within the same
cpu-time ¢,,,, defined by user. They are all multi-start heuristics (methods
from 1 to 6) and the code at its output reports, for each method, the number
of local searches within a given CPU time. VND based methods (number 7
and 8) are not multistart type. They work until CPU time elapsed. Method
7 uses j-means as a local search.

Clustering was done with n = 75 elements (see Table 1) and tested for a
number of clusters between five and ten. All heuristics are coded in FORTRAN
77 and run on a HP notebook core i7 45104, 8Go RAM, 256 Go SSD.

The best results were obtained,in fact, with General VNS that uses VND
with three neighborhoods in mix-nested fashion (VND: Nested j — h — k-
means), as a local search. These best results were found for 10 clusters. Table 2
present the best solution of ten clusters. The numbers of elements (tracks) in
clusters are, respectively, 8, 10, 8, 9, 5, 9, 10, 8,6, and 2.

Table 2
The solution for the generated data in Table 1

Number |Number of = 672202182 2723918 Total number of |
of elements elements inside
chsters  |{tracks) the chuster

1 13 19 2 37 ) 70 73 8

2 3 6 8 15 28 31 32 42 ‘ 51 58 10

3 10 20 21 26 40 48 64 72 8

4 ] 7 11 16 24 39 6 | 61 | 9

5 9 12 33 a5 68 5

6 17 18 2 a1 51 59 62 63 ‘ 75 9

7 1 2 5 23 6 19 50 52 | 55 | 74 10

8 14 25 27 36 44 56 66 67 8

9 35 38 a7 53 6 7 6

10 30 69 2
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4 VNS for periodic maintenance

In the last part of this paper, we will apply our clustering approach to the
scheduling preventive maintenance problem. The problem is to determine the
cyclical schedule for the preventive maintenance activities under a given cost-
structure assuming a fixed cycle length. The solution should minimizes the
total incurred costs [7].

In a such problem, it is assumed that there is a number of elements m (ma-
chines or railway infrastructures components), that need a preventive main-
tenance and a time interval 7. During each period ¢ of the time interval T,
at most k£ machines can be serviced. When machine 7 is serviced, a given
non-negative servicing cost of b; is incurred, regardless of the period. In each
period ¢, a machine i not yet serviced is in operation; this incurs an operation
cost of a; x g;(t), where a; is a given positive number, and g;(¢) is the number
of periods elapsed since the last servicing of the machine 7. The problem is
now to determine a maintenance schedule such that total servicing costs and
operating costs are minimized.

Based on the results of clustering and available data we determine optimal
maintenance schedule for clusters (which present the groups of tracks with
similar attributes) over n = 24 time periods horizon. At each time period
at most one cluster can be serviced. For any cycle, all the clusters must be
serviced at least once. In period k xn+t (k € Z,t € T'), the same cluster that
was serviced in period t will be serviced again. To each cluster is assigned a
maintenance cost with different scenarios. The maintenance cost is calculated
as a; X j;(t), where a; is a given positive integer, and j;(¢) is the number of
periods elapsed since the last servicing of the cluster i. The objective is to
find a schedule that minimizes the total cost.

No felement 1 month 2month 3 month 4 month S month 6 month 7 month 8 month

Fig. 1. Maintenance schedule before clustering
For the real data, we have information about the maintenance costs. There
are 14 elements (tracks) and a period of eight months. First schedule of the

maintenance is presented in Figure 1 and it is done for all elements separately.
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The maintenance cost, of this schedule, was 18 082 (Unit of costs). After
applying cluster approach to the 14 elements, we get four clusters. For these
four clusters, we get a new schedule for the maintenance activities, as in
Figure 2. Now, the maintenance cost is 14 710 (Unit of costs). We get a
saving of 22% of the total cost.

Fig. 2. Maintenance schedule after clustering

5 Conclusion

This paper presents a clustering problem for the maintenance of a capillary
railway network. The idea is to cluster tracks, considering elements of railway
infrastructure as attributes. Once railway tracks are clustered in groups with
similar attributes, then the maintenance can be organized more efficiently.
We develop Variable Neighborhood Search metaheuristic to solve it. Finally,
based on the results of clustering and available real and simulated data, we
compare two situation of the preventive maintenance scheduling problem, first
without clustering and the second with clustering. We report 22% savings in
maintenance scheduling cost for clusters.

We could notice that the clustering is beneficial, we save on costs, it is
possible for the case of the capillary railway network and we develop a VNS
metaheuristic to solve it. By this approach, we present a new direction of
the maintenance philosophy in railway system. This approach takes not only
into account the rail infrastructure characteristics but also the maintenance
parameters, maintenance strategies, the organizational issues and regulatory
ones. The research reported in this paper was concentrated on a specific
organization working in railway maintenance.
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