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1. INTRODUCTION

Nonlinear control presents numerous challenges due to the complexity involved in the identification, modeling and control design for real physical systems endowed with nonlinear properties. Among the proposed control approaches available in literature stands the model-based fuzzy control methodology as a systematic approach for the control of nonlinear systems. It relies on the use of Takagi-Sugeno (TS) fuzzy models first introduced in Takagi and Sugeno (1985). In the last three decades, TS fuzzy model-based approaches have attracted a lot of attention from both academic and engineering researchers Lendek et al. (2011); Nguyen et al. (2014); Nguyen et al. (2019b).

A TS fuzzy model can be represented by a set of If-Then fuzzy rules with consequent parts being local linear representations. A state-space form is obtained via a convex sum of several local linear submodels with weights called membership functions. Proven to constitute a class of universal approximators Tanaka and Wang (2004), the fuzzy model approach provides a powerful solution for development of function approximation, system identification as well as systematic techniques to stability analysis and controller design. In fact, for sufficiently smooth nonlinear systems, an equivalent representation can be obtained semiglobally using the TS fuzzy modeling approach.

Recent contributions in the field focus on introducing new LMI conditions to improve feasibility and reduce the conservatism by introducing nonquadratic Lyapunov functions Lee et al. (2012); Guerra and Vermeiren (2004); Mozelli et al. (2009); Nguyen et al. (2019a), multiple-sum relaxation approaches Sala and Ariño (2007); Coutinho et al. (2020). However, an underlying problem with the TS fuzzy modeling approach is the number of local linear submodels used to build the state model as it exponentially increases in function of the number of the premise variables. For example, if the TS fuzzy model is based on \(p\) nonlinear terms then the number of fuzzy rules is \(2^p\). The complexity introduced by this increase can render the application of TS fuzzy approach limited to systems with a small number of nonlinearities. In this regard, we propose a reduced complexity model with \(p + 1\) fuzzy rules obtained directly from an initial TS fuzzy model using existing linear dependencies between the local submodels of the sector nonlinearity approach.

The paper is organized as follows. In Section 2, from the sector nonlinearity approach, we show the linear dependencies existing between the obtained local linear submodels. These dependencies allow for a substitution of a number of local linear submodels as an affine combination of the remaining submodels. Section 3 presents a systematic approach to obtain the reduced complexity model as an affine combination of a chosen \(p + 1\) local linear submodels of the sector nonlinearity model. We then present the expressions of the new weighting functions for the affine representation. Section 4, the LMI-based conditions for stability analysis and stabilization are given for the reduced-complexity model. A transformation from affine combination to conical sum representation is adopted to derive LMI conditions. The numerical experiments are presented in Section 5 to show the interests and the limitations of the proposed approach.

2. LINEAR DEPENDENCIES IN THE CLASSICAL SECTOR NONLINEARITY APPROACH

This section recalls the sector nonlinearity fuzzy approach to exhibit the existing nonlinear dependencies between the local linear submodels. Let us consider the class of nonlinear systems described by a state-space representation of the form
\[\dot{x} = M(x)x,\]  
(1)

where \(x(t) \in \mathbb{R}^n\) is the state vector and \(M\) a mapping from \(\mathbb{R}^n\) to \(\mathbb{R}^{n \times n}\). Let \(z_1(x), \ldots, z_p(x)\) be \(p\) scalar functions such that all entries of the matrix \(M(x)\) can be rewritten as an affine function of these functions, i.e.

\[M(x) = A(z(x))\]

where \(A : \mathbb{R}^p \to \mathbb{R}^{n \times n}\) is an affine function of \(z_i(x)\) for all \(i \in \{1, \ldots, p\}\). We assume that the functions \(z_i\) are bounded on a compact set of the state space such that \(\bar{z}_k \leq z_k(x) \leq z_k, \quad \forall k \in \{1, 2, \ldots, p\}\).

The sector nonlinearity approach Tanaka and Wang (2004) associates with each premise variable \(z_k\) two membership functions \(\omega^0_k\) and \(\omega^1_k\) given by

\[\omega^0_k(z_k) = \bar{z}_k - z_k, \quad \omega^1_k(z_k) = \bar{z}_k - z_k\]

Note that \(\omega^0_k, \omega^1_k \in [0, 1]\) and \(\omega^0_k + \omega^1_k = 1\). The nonlinear system (1) is then represented by the fuzzy If-Then fuzzy rule as follows:

**i-th rule:**

If \(z_i \in \Omega^i_1, z_2 \in \Omega^2_2, \ldots, z_p \in \Omega^p_p\). Then \(\dot{x} = A_i x\),

\[(2)\]

for \(i = 1, 2, \ldots, p\), where \((i_1, i_2, \ldots, i_p) \in \{0, 1\}^p\) are the digits of the binary representation of \(i - 1\), i.e.,

\[i - 1 = i_1 \times 2^{p - 1} + \cdots + i_p - 1 \times 2 + i_p,\]

and, for \(k \in \{1, \ldots, p\}\) and \(i_k \in \{0, 1\}\), \(\Omega^k_k\) is a fuzzy set admitting \(\bar{w}^k_k\) as membership function.

Using the inference scheme proposed by Takagi and Sugeno in Takagi and Sugeno (1985) leads to the representation of system (1) as

\[\dot{x}(t) = \sum_{i=1}^{2^p} h_i(z(t))A_i x(t),\]

(3)

where \(z(t)\) is the \(p\)-vector \((z_1(x(t)), \ldots, z_p(x(t)))\), \(h_i(\cdot)\) are the normalized membership functions given by

\[h_i(z) = \prod_{k=1}^{p} \omega^{i_k}_{k}(z_k),\]

(4)

and

\[A_i = A[z^{[i]}] \text{ for } z^{[i]} \text{ such that } \omega^1_1(z^{[i]}) = \omega^2_2(z^{[i]}) = \cdots = \omega^p_p(z^{[i]}) = 1.\]

(5)

The normalized membership functions verify the convex sum property \(\sum_{i=1}^{2^p} h_i(\cdot) = 1, h_i(\cdot) \geq 0\).

The characterization given for the matrices \(A_i\) states that the components of the vector \(z^{[i]}\) will take the values \(z_k\) or \(\bar{z}_k\) according to the \(i^{th}\) rule of the fuzzy model so that

\[A_1 = A(z_1, \bar{z}_2, z_3, \ldots, z_{p-2}, \bar{z}_{p-1}, \bar{z}_p),\]

\[A_2 = A(z_1, \bar{z}_2, \bar{z}_3, \ldots, z_{p-2}, \bar{z}_{p-1}, z_p),\]

\[A_3 = A(z_1, \bar{z}_2, z_3, \ldots, z_{p-2}, \bar{z}_{p-1}, z_p),\]

\[\vdots\]

\[A_{2^{p-1}} = A(z_1, \bar{z}_2, z_3, \ldots, \bar{z}_{p-2}, \bar{z}_{p-1}, z_p),\]

\[A_{2^{p-1} + 1} = A(z_1, \bar{z}_2, \bar{z}_3, z_{p-2}, \bar{z}_{p-1}, z_p),\]

\[\vdots\]

\[A_{2p} = A(z_1, \bar{z}_2, \bar{z}_3, \ldots, \bar{z}_{p-2}, \bar{z}_{p-1}, \bar{z}_p).\]

(6)

Let \(\ell \in \mathbb{N}\) and \(j \in \{1, \ldots, p\}\) such that \((\ell + 1)2^j \leq 2p\), then the vertices \(z^{[(\ell+1)2^j]}\) and \(z^{[(\ell+2)2^j]}\) share the same \(p - \ell\) first components. The \(i\) last components all being fixed to the minimum values of the corresponding \(z_k\) for \(z^{[(\ell+1)2^j]}\) or to the corresponding maximal values for \(z^{[(\ell+2)2^j]}\), which implies that the differences \(A_{(\ell+1)2^j} - A_{2^j+1}\) are independent of \(\ell\):

\[A_2 - A_1 = A_4 - A_3 = \cdots = A_{2^p-1},\]

\[A_4 - A_1 = A_5 - A_4 = \cdots = A_{2^p-2} - A_{2^p-3};\]

\[A_{2^p-1} - A_1 = A_{2^p} - A_{2^p-1} + 1,\]

(7)

These linear dependencies allow to substitute a number of matrices \(A_i\) as linear combinations of the remaining matrices. The next section introduces a systematic substitution method to obtain a significant complexity-reduction for TS models.

3. REDUCED-COMPLEXITY REPRESENTATION OF TS FUZZY MODELS

Multiple choices are available to substitute a number of matrices \(A_i\) as a unitary linear combination of the remaining matrices using the relation (7). This section presents a specific choice for a systematic substitution resulting in a reduced complexity model with \(r_n = p + 1\) vertices compared to \(r = 2^p\) of the TS fuzzy model (3). The modeling reduction procedure is summarized in the following theorem.

**Theorem 1.** Consider a nonlinear system (1), represented by the \(r = 2^p\)-rule TS fuzzy model (3), then an equivalent model is given by

\[\dot{x}(t) = \sum_{j \in \mathcal{J}} \tilde{\omega}_j(z(x(t)))A_j x(t),\]

(8)

where the set \(\mathcal{J} = \{1, 2, 3, \ldots, 2^p - 1\}\) has \(p + 1\) elements, and the state-space matrices \(A_j\), for \(\forall j \in \mathcal{J}\) are taken in the spanning set of all local linear matrices \(A_i\), for \(\forall i \in \{1, 2, 3, \ldots, 2^p\}\), of the TS fuzzy model (3). The scalar functions \(\tilde{\omega}_j\), for \(\forall j \in \mathcal{J}\), are constructed from the unitary linear combinations of the normalized membership functions (4), satisfying \(-1 \leq \tilde{\omega}_j(z(x)) \leq 1\) and \(\sum_{j \in \mathcal{J}} \tilde{\omega}_j = 1\).

**Proof.** It is sufficient to prove that every matrix \(A_i\) can be rewritten as a unitary linear combination of elements in \(\mathcal{S} = \{A_i: i \in \mathcal{J}\}\). The general expression for the linear dependencies in (7) is given by

\[A_{2^k} - A_1 = A_{2^k+1} - A_{2^k-1} = A_{2^k+2} - A_{2^k},\]

(9)

for \(k \in \{1, 2, 3, \ldots, p - 1\}\) and \(\alpha \in \{1, 2, 3, \ldots, 2^p - k\}\). For \(k = 1\), we get

\[A_2 - A_1 = A_3 - A_2 - 1\]

for \(l \in \{1, 2, \ldots, p\}\), which yields

\[A_{2^l} = A_{2^{l-1}} + A_2 - A_1\]

(10)

Thus, for all \(k \in \{2, 3, \ldots, p\}\), the matrices \(A_{2^k}\) can be substituted as a unitary linear combination of elements in \(\mathcal{S}\) yielding a total of \(p - 1\) substitutions. One can easily verify that for \(k, l \in \mathbb{N}^+\) and \(\alpha \in \mathbb{N}\)

\[\begin{align*}
A_{2^l-1} &= A_{2^k+1} + 2^l - 1 = 2^k + 1 \\
&= 2^l - 1 = 2^k + 1 \\
&= (l = 1, \alpha = 0) \text{ or } (k = 1, \alpha = 2^{l-1} - 1)
\end{align*}\]
This means that among equations (9) only the first set (i.e., for \( k = 1 \)) contains elements of \( S \setminus \{ A_1 \} \).

The \( k \)-th set of equations (9) is written with \( 2^{p+1-k} \) matrices \((p - k + 1)\) of them being of the form \( A_{j\ell} \) and involve all of the matrices appearing in the \( k + 1 \) set of equations. As a result, the number of matrices involved in the \( k \)-th set of equations which are not of the form \( A_{j\ell} \) and not present in the following set of equations is equal to

\[
2^{p+1-k} - (p - k + 1) - [2^{p-k} - (p - k)] = 2^{p-k} - 1.
\]

Combining (10) with the general expression (9), for \( k \in \{2, 3, \ldots, p - 1\} \), each set of equations allows the substitution of \( 2^{p-k} - 1 \) terms as unitary linear combination of elements in \( S \) starting from \( k = p - 1 \) with the substitution of

\[
A_{2p-k+1} = A_{2p} - A_{2p-1} + A_1
\]

Substituting successively to \( k = 2 \) leads to a total number of \( \sum_{k=2}^{p} 2^{p-k} - 1 = 2^{p-1} - p \) substitutions. None of the substituted matrices are elements of \( S \) since the elements of \( S \setminus \{ A_1 \} \) are only involved in the first set of equations. The \( p + 1 \) elements of \( S \) are not substituted, then for \( k = 1 \) we have \( 2^{p-1} - 1 (p + 1) = 2^{p-1} - p \) substitutions. Finally, the total number of substitutions amounts to

\[
p - 1 + 2^{p-1} - p + 2^{p-1} - p = 2^p - p - 1,
\]

adding to that the \( p + 1 \) elements of \( S \) we obtain the number of rules \( r = 2^p \) of the TS fuzzy model. Replacing each matrix \( A_1 \notin S \) in (3) with its unitary linear combination, we obtain the result (8) where \( \tilde{\omega}_j \) is a unitary linear combination of the normalized membership functions \( \tilde{h}_i \) of the TS fuzzy model (3). Since the \( h_i \) verifies the convex sum propriety (i.e., \( \sum_{i=1}^r h_i = 1 \)), then \(-1 \leq \tilde{\omega}_j \leq 1 \), \( \sum_{j \in \mathcal{J}} \tilde{\omega}_j = \sum_{i=1}^r h_i = 1 \), for \( \forall j \in \mathcal{J} \). This concludes the proof.

We further provide expressions to systematically obtain the reduced-complexity representation (8) of the TS fuzzy model (3). For \( p \geq 2 \) premise variables, we have

\[
\tilde{\omega}_1 = \sum_{l=1}^{2^{p-2}} h_{1+2^{l}(l-1)} - \sum_{l=1}^{2^{p-2}} h_{4+2^{l}(l-1)},
\]

\[
\tilde{\omega}_2 = \sum_{i=1}^{2^p} h_{2i}, \quad \tilde{\omega}_{2p-1} = \sum_{i=2^{p-1}+1}^{2^p} h_i.
\]

Moreover, for \( k \in \{2, 3, \ldots, p\} \), we have \( \tilde{\omega}_{2k-1} = \sum_{l=1}^{2^{p-k-1}} \Xi_l \) with

\[
\Xi_l = \sum_{i=2^{k-1}+1}^{2^k} h_{i+(l-1)2^k+i} - \sum_{i=2^k+1}^{2^{k+1}-1} h_{i+(l-1)2^k+i}.
\]

Remark 1. The expressions of \( \tilde{\omega}_i \) are obtained using the linear dependency expression (9) to determine for each substitution of \( A_1 \notin S \) the corresponding elements \( A_1 \in S \) of the unitary linear combination and their coefficients. Then, the inherent relationship between each occurrence of \( A_1 \) in each substitution with the corresponding coefficient can be deduced.

Remark 2. While the proposed approach results in a reduced-complexity model, the equivalence to the nonlinear system is maintained \( M(x) = \sum_{j \in \mathcal{J}} \tilde{\omega}_j(z(x))A_j \).

4. QUADRATIC REDUCED-COMPLEXITY STABILITY ANALYSIS AND STABILIZATION

To obtain LMI-based conditions for the stability analysis of the reduced-complexity model, we propose a transformation to the representation (8) from an affine combination of elements in \( S \) to a conical combination while maintaining the equivalence to the nonlinear system.

From (11), we have \( 0 \leq \tilde{\omega}_2 \leq 1 \) and \( 0 \leq \tilde{\omega}_p \leq 1 \), and \(-1 \leq \tilde{\omega}_k \leq 1 \), for \( k \in \mathcal{J} \setminus \{2, 2p-1\} \). To obtain a conical combination we suggest a normalization of \( \tilde{\omega}_j \) such that

\[
\sum_{j \in \mathcal{J}} \tilde{\omega}_j(z(x))A_j = A_0 + \sum_{j \in \mathcal{J}} \tilde{h}_j(z(x))A_j
\]

with \( \tilde{h}_2 = \tilde{\omega}_2, \tilde{h}_p = \tilde{\omega}_p, \tilde{h}_k = \tilde{\omega}_k+1 \), for \( \forall k \in \mathcal{J} \setminus \{2, 2p-1\} \), and \( A_0 = -\sum_{j \in \mathcal{J}} \{2, 2p-1\} A_j \). Note that

\[
\tilde{h}_j \geq 0, \quad \sum_{j \in \mathcal{J}} \tilde{h}_j = p, \quad \forall j \in \mathcal{J}.
\]

The reduced-complexity conical sum representation of the TS fuzzy system (3) is given by

\[
\dot{x}(t) = A_0x(t) + \sum_{j \in \mathcal{J}} \tilde{h}_j(z(x))A_jx(t)
\]

Theorem 2. Consider a TS fuzzy system (1) and its reduced-complexity conical sum representation (14). If there exist a definite positive matrix \( P > 0 \) and a matrix \( Q \) such that

\[
A_0^TP + PA_0 - Q < 0
\]

\[
A^TP + PA + \frac{1}{p}Q < 0, \quad \forall j \in \mathcal{J}.
\]

Then, the zero-solution of system (1) is asymptotically stable in the sense of Lyapunov.

Proof. Consider a Lyapunov function \( V(x) = x^TPx \). Then, the time-derivative of this function is given by

\[
\dot{V}(x(t)) = x^T(A_0^TP + PA_0 + \sum_{j \in \mathcal{J}} \tilde{h}_j(z(x))(A_j^TP + PA_j))x.
\]

If condition (15) is verified, then we have

\[
A_0^TP + PA_0 - Q < 0
\]

\[
\sum_{j \in \mathcal{J}} \tilde{h}_j(z(x))(A_j^TP + PA_j) + \frac{1}{p}Q < 0.
\]

Since \( \sum_{j \in \mathcal{J}} \tilde{h}_j(z(x)) = p \), it follows that

\[
\sum_{j \in \mathcal{J}} \tilde{h}_j(z(x))(A_j^TP + PA_j) + Q + A_0^TP + PA_0 - Q < 0,
\]

which yields \( \dot{V}(x(t)) < 0 \). This concludes the proof.

We consider now a nonlinear system with \( p \) nonlinear terms and the following TS fuzzy representation:

\[
\dot{x}(t) = \sum_{i=1}^{2^p} h_i(z(x))(A_i x(t) + Bu(t)).
\]

Using the same fuzzy rules as in (2), the same linear dependencies expressed in (7) can be found using the
representation (6) with $A_i = [A(z) B(z)]$. The resulting reduced-complexity model is given by
\[
\dot{x}(t) = \sum_{j \in J} \bar{h}_j(z(x)) (A_j x(t) + B_j u(t)) + \Sigma_0(t) \tag{17}
\]
where $\Sigma_0(t) = A_0 x(t) + B_0 u(t)$ with
\[
A_0 = - \sum_{j \in J' \setminus \{2, 2n-1\}} A_j, \quad B_0 = - \sum_{j \in J' \setminus \{2, 2n-1\}} B_j.
\]

The following theorem provide LMI-based stabilization conditions for reduced-complexity system (17).

**Theorem 3.** Consider a TS fuzzy model (16) and its reduced-complexity conical sum representation (17). If there exist positive definite matrix $P > 0$, matrices $M_j$ and $Q_j$, for each $j \in J$, such that
\[
A_j^T P + PA_j + B_j M_j + M_j^T B_j^T - Q_j < 0
\]
\[
X_{ii} < 0, \quad \forall i \in J
\]
\[
\frac{1}{p} X_{ii} + 1 \left( X_{ij} + X_{ji} \right) < 0, \quad \forall i, j \in J, \quad i \neq j
\]
with $X_{ij} = A_j^T P + P A_i + B_i M_j + M_j^T B_i^T + \frac{1}{p} Q_{ij}$. Then, the state-feedback control law $u(t) = \frac{1}{p} \sum_{j \in J} \bar{h}_j(z(x)) K_j x(t)$, with control gains $K_j = M_j P^{-1}$, is a stabilizing with respect to system (17).

**Proof.** Using the same argument as in Theorem 2 and recalling that $\sum_{j \in J} \bar{h}_j = p$, the proof steams directly from the Lyapunov stability condition with the quadratic Lyapunov function $V(x) = x^T P^{-1} x$, and the relaxation result in Tuan et al. (2001).

**Remark 3.** It is important to note that the system form (17) is strictly equivalent to the TS fuzzy representation (16). Note also that although the convex sum propriety of functions $\bar{h}_j$, for each $j \in J$, in (17) is lost, the conical sum $\sum_{j \in J} \bar{h}_j = p$ still allows deriving LMI-based design conditions as indicated in Theorem 3.

## 5. NUMERICAL EXPERIMENTS

Two real-world examples are given in this section to show the interest of the proposed approach. Both examples are concerned with the stability study of $n$-DoF robot manipulators, whose dynamics can be expressed as Spong and Vidyasagar (2008):

\[
M(q) \ddot{q} + N(q, \dot{q}) \dot{q} + G(q) = u. \tag{19}
\]

where $M(q) \in \mathbb{R}^{n \times n}$ is the vector of generalized coordinates in joint space, $u \in \mathbb{R}^{n}$ is the vector of generalized control forces, $M(q) \in \mathbb{R}^{n \times n}$ is the inertia matrix, $N(q, \dot{q}) \in \mathbb{R}^{n \times n}$ is the Coriolis/centripetal matrix plus the viscous friction coefficients of the joints, and $G(q) \in \mathbb{R}^{n \times n}$ represents the generalized gravity forces. Note that the dynamics (19) can account for many types of robot manipulators. Since the vector field $G(q)$ is smooth, we can then parametrize $G(q) = P(q) q$.

Let us denote $x = [q^T \dot{q}^T]^T$. The manipulator dynamics (19) can be rewritten in the following descriptor form:

\[
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
\dot{x} \\
\ddot{x}
\end{bmatrix}
= \begin{bmatrix}
0 & I \\
A(x) & -E(x)
\end{bmatrix}
\begin{bmatrix}
x \\
\dot{x}
\end{bmatrix}
+ \begin{bmatrix}
0 \\
1
\end{bmatrix}
u \tag{20}
\]

where

\[
A(x) = \begin{bmatrix}
O & -P(q) & -N(q, \dot{q}) \\
-P(q) & N(q, \dot{q}) & I
\end{bmatrix},
E(x) = \begin{bmatrix}
I & 0 \\
0 & M(q)
\end{bmatrix}.
\]

For illustrations, we consider the following cases where $n = 2$ for Example 1 and $n = 3$ for Example 2. All optimization problems are performed with YALMIP toolbox and SDPT3 solver Löfberg (2004), on a computer equipped with Intel(R) Xeon(R) CPU X5670 2.93GHz and a 12288MB RAM.

### 5.1 Example 1: 2-DoF Robot Manipulator

The characteristics matrices of the robot manipulator in this case are given by

\[
M(q) = \begin{bmatrix}
c_1 + 2c_2 \cos q_2 & c_3 + c_2 \cos q_2 \\
c_3 + c_2 \cos q_2 & c_3
\end{bmatrix},
\]

\[
N(q, \dot{q}) = \begin{bmatrix}
2c_2 \dot{q}_2 \sin q_2 & c_2 \dot{q}_2 \sin q_2 \\
-c_2 \dot{q}_1 \sin q_2 & 0
\end{bmatrix},
\]

\[
P(q) = \begin{bmatrix}
-c_4 \sin q_1 q_2 - c_5 \sin q_1 q_2 & -c_5 \sin q_1 q_2 \\
-c_5 \sin q_1 q_2 & -c_5 \sin q_2 q_1
\end{bmatrix},
\]

where $q_{12} = q_1 + q_2$, $c_1 = m_1 r_1^2 + I_1 + m_2 L_1^2 + m_2 r_2^2 + I_2$, $c_2 = m_2 L_1 r_2$, $c_3 = m_2 r_2^2 + I_2$, $c_4 = m_1 r_1^2 + m_2 L_1$, $c_5 = m_2 r_2$. The details on the parameters and the TS fuzzy representation can be found in Nguyen et al. (2019). The five premise variables of this 2-DoF robot are defined as follows:

\[
z_1 = \cos q_2, \quad z_2 = -c_4 \sin q_1 q_2 - c_5 \sin q_1 q_2,
\]

\[
z_3 = -c_5 \sin q_1 q_2, \quad z_4 = c_2 \dot{q}_2 \sin q_2, \quad z_5 = -c_2 \dot{q}_1 \sin q_2.
\]

From the 32-fuzzy rule TS model, the reduced-complexity model with 6 linear subsystems can be easily derived, whose details are omitted here for conciseness. To study the conservation obtained with both modeling approaches, we consider both the open-loop stability analysis (with $u \equiv 0$) and the closed-loop control design.

For stability analysis, we solve LMI conditions in Theorem 2 for reduced-complexity model and the classical quadratic-based stability conditions Tanaka and Wang (2004) for the 32-fuzzy rule TS model. For illustrations, we defined $a = m_2$ with $1 \leq a \leq 7$, and $b = f_{\text{ideal}} = 0.5 f_{\text{ideal}}$ with $0 < b \leq 50$. Fig. 1 shows the feasibility domains obtained with both cases. Observe that for stability analysis, without additional degrees of freedom from the LMI-based formulation, the reduced-complexity model may induce extra conservatism compared to the classical sector nonlinearity modeling approach.

For control design, we solve LMI conditions in Theorem 3 for reduced-complexity model and the classical quadratic-based stability conditions Tanaka and Wang (2004) for the 32-fuzzy rule TS model. As shown in Fig. 2, despite a significant complexity reduction, both control approaches lead to the same feasibility domain with the additional degree of freedom coming from the control gains.

Table 1 provides the number of scalar decision variables, the number of constraints as well as the SDP blocks of the LMI conditions for a single value of parameters $a$ and $b$ comparing the stability analysis and stabilization for both approaches on the 2-DoF serial robot.
where $q$

Let us denote $M$ conditions for reduced-complexity system (17). (19) can be rewritten in the following descriptor form:

$$
M(q) = \begin{bmatrix}
M_{11} & M_{12} & M_{13} \\
* & 2c_{11} z_{11} + c_{14} & c_{11} z_{11} + c_{15} \\
* & * & c_{15}
\end{bmatrix}
$$

$$
N(q) = \begin{bmatrix}
N_{11} & N_{12} & N_{13} \\
N_{21} & N_{22} & N_{23} \\
N_{31} & N_{32} & N_{33}
\end{bmatrix}
$$

$$
P(q) = \begin{bmatrix}
c_1 z_1 + c_2 z_2 + c_3 z_3 & c_2 z_2 + c_4 z_3 & c_5 z_3 \\
* & c_2 z_2 + c_4 z_3 & c_5 z_3 \\
* & * & c_5 z_3
\end{bmatrix}
$$

where $*$ denotes the symmetric matrix elements, and

$$
N_{11} = c_6 z_6 + c_7 z_7 + c_8 z_8 + c_9 z_9 + f_{v1},
N_{12} = c_4 z_4 + c_7 z_7 + c_8 z_8 + c_9 z_9,
N_{13} = c_8 z_8 + c_9 z_9,
N_{21} = c_5 z_5 + c_6 z_6 + c_7 z_7 + c_8 z_8,
N_{22} = c_7 z_7 + c_8 z_8 + 2f_{v1},
N_{23} = c_8 z_8,
N_{31} = c_6 z_6 + c_7 z_7,
N_{32} = c_7 z_7,
M_{11} = 2(c_{10} z_{10} + c_{11} z_{11} + c_{12} z_{12}) + c_{13},
M_{12} = c_{10} z_{10} + 2c_{11} z_{11} + c_{12} z_{12} + c_{14},
M_{13} = c_{11} z_{11} + c_{12} z_{12} + c_{15},
N_{33} = 2f_{v1}.
$$

The constant parameters $c_i, i \in \{1, 2, \ldots, 10\}$ given in Table 4, while the viscous friction coefficients $f_{v1}$ and $f_{v2}$ are linked to the simulation varying parameter $b$. Similar to the Example 1, we define $a = m_3$ and $b = f_{v1} = 0.5f_{v2} = 0.5f_{v3}$, with $5 \leq a \leq 15$ and $0 \leq b \leq 100$. Note that there are $p = 12$ premise variables for this 3-DoF manipulator, which are defined in Table 2.

Table 2. Premise variables of 3-DoF serial robot.

<table>
<thead>
<tr>
<th>Premise variable</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_1$</td>
<td>$\sin(q_1)/q_1$</td>
</tr>
<tr>
<td>$z_2$</td>
<td>$\sin(q_1 + q_2)/(q_1 + q_2)$</td>
</tr>
<tr>
<td>$z_3$</td>
<td>$\sin(q_1 + q_2 + q_3)/(q_1 + q_2 + q_3)$</td>
</tr>
<tr>
<td>$z_4$</td>
<td>$2q_1 + q_2 \sin(q_2)$</td>
</tr>
<tr>
<td>$z_5$</td>
<td>$q_1 \sin(q_2)$</td>
</tr>
<tr>
<td>$z_6$</td>
<td>$q_1 \sin(q_2 + q_1)$</td>
</tr>
<tr>
<td>$z_7$</td>
<td>$\sin(q_1) + q_1$</td>
</tr>
<tr>
<td>$z_8$</td>
<td>$(q_1 + q_2 + q_3)\sin(q_1)$</td>
</tr>
<tr>
<td>$z_9$</td>
<td>$q_1 + q_2 + q_3\sin(q_2 + q_3)$</td>
</tr>
<tr>
<td>$z_{10}$</td>
<td>$\cos(q_2)$</td>
</tr>
<tr>
<td>$z_{11}$</td>
<td>$\cos(q_3)$</td>
</tr>
<tr>
<td>$z_{12}$</td>
<td>$\cos(q_2 + q_3)$</td>
</tr>
</tbody>
</table>

Note that the classical TS fuzzy approach results in $2^{12} = 4096$ fuzzy rules, which is clearly inapplicable from practical viewpoints on both obtaining numerical solution and real-time implementation. Indeed, in this case we cannot find a stabilization solution for the 3-DoF robot manipulator with actual numerical solvers due to the excessive computational costs. Note that the proposed reduced-complexity approach leads to only $p + 1 = 13$ linear submodels. For comparison purposes, Table 3 represents the numerical complexity of LMI-based stabilization conditions related to two modeling approaches for the 3-DoF robot. In particular, the proposed approach can lead to a large stabilization feasibility domain as shown in Fig. 3.

6. CONCLUSIONS AND PERSPECTIVES

The proposed approach exploits the existing linear dependencies between the matrices of the fuzzy model to obtain...

5.2 Example 2: 3-DoF Robot Manipulator

The considered 3-DoF serial manipulator is composed of 3-arm links which are contained in a vertical plane. The characteristic matrices of this robot are given by...

Fig. 1. Feasibility stability domain of 2-DoF robot: "o" classical TS fuzzy approach, "+" reduced-complexity conical sum approach.

Fig. 2. Feasibility stabilisation domain of 2-DoF robot: "o" classical TS fuzzy approach, "+" reduced-complexity conical sum approach.

Table 1. Computational burden for 2-DoF serial robot.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Nb. variables</th>
<th>Nb. constraints</th>
<th>SDP blocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis-TS</td>
<td>260</td>
<td>42</td>
<td>33</td>
</tr>
<tr>
<td>Analysis-Reduced</td>
<td>60</td>
<td>78</td>
<td>8</td>
</tr>
<tr>
<td>Design-TS</td>
<td>260</td>
<td>298</td>
<td>33</td>
</tr>
<tr>
<td>Design-Reduced</td>
<td>60</td>
<td>142</td>
<td>8</td>
</tr>
</tbody>
</table>
Table 3. Computational burden for 3-DoF serial robot.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Nb. variables</th>
<th>Nb. constraints</th>
<th>SDP blocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design-TS</td>
<td>49158</td>
<td>147549</td>
<td>4097</td>
</tr>
<tr>
<td>Design-Reduced</td>
<td>174</td>
<td>441</td>
<td>15</td>
</tr>
</tbody>
</table>

Fig. 3. Feasibility stabilization domain of 3-DoF serial robot obtained with the reduced-complexity conical sum approach.

Table 4. Mechanical constants of the 3-DoF serial robot.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Expression</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1$</td>
<td>$g(L_1m_2 + L_1m_3 + m_1r_1)$</td>
<td>121.64</td>
</tr>
<tr>
<td>$c_2$</td>
<td>$g(L_2m_2 + m_2r_2)$</td>
<td>67.69</td>
</tr>
<tr>
<td>$c_3$</td>
<td>$gm_3r_3$</td>
<td>23.34</td>
</tr>
<tr>
<td>$c_4$</td>
<td>$-L_1(L_2m_3 + m_2r_2)$</td>
<td>-6.9</td>
</tr>
<tr>
<td>$c_5$</td>
<td>$L_1L_2g + L_1m_2r_2$</td>
<td>6.9</td>
</tr>
<tr>
<td>$c_6$</td>
<td>$L_1m_3r_3$</td>
<td>2.4</td>
</tr>
<tr>
<td>$c_7$</td>
<td>$L_2m_2r_2$</td>
<td>2.16</td>
</tr>
<tr>
<td>$c_8$</td>
<td>$-L_2m_3r_3$</td>
<td>-2.16</td>
</tr>
<tr>
<td>$c_9$</td>
<td>$-L_1m_2r_2$</td>
<td>-2.4</td>
</tr>
<tr>
<td>$c_{10}$</td>
<td>$L_1L_2g + L_1m_2r_2$</td>
<td>6.9</td>
</tr>
<tr>
<td>$c_{11}$</td>
<td>$m_3r_2L_3$</td>
<td>2.16</td>
</tr>
<tr>
<td>$c_{12}$</td>
<td>$L_1m_3r_3$</td>
<td>2.4</td>
</tr>
<tr>
<td>$c_{13}$</td>
<td>$(m_2 + m_3)L_2^2 + L_2^2m_3 + \sum_{i=1}^{4} I_i$</td>
<td>19.75</td>
</tr>
<tr>
<td>$c_{14}$</td>
<td>$L_2m_3 + I_1 + I_3$</td>
<td>7.85</td>
</tr>
<tr>
<td>$c_{15}$</td>
<td>$I_3$</td>
<td>1.9</td>
</tr>
</tbody>
</table>

a reduced complexity model based on an affine sum of $p + 1$ matrices selected from the TS fuzzy model. The reduced complexity model obtained is also equivalent to the nonlinear system on the exact region of the state space where the TS fuzzy model was first defined. To obtain LMI-based conditions from the reduced-complexity affine model, a transformation into a conical sum representation was proposed. Within the quadratic-based framework, the obtained LMI-based conditions may be conservative in comparison with those obtained from the classical TS fuzzy approach for stability analysis. However, the proposed approach provides a clear interest in terms of numerical complexity reduction in case of stabilization, especially for complex systems with a very large number of premise variables. In these situations, the real-time applicability of the proposed approach has been clearly demonstrated compared to the classical TS model-based control approaches. Future works focus on reducing further the stability/satbolization conservatism and on real-time tracking control of high DoF robot manipulators.
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