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Abstract: Because of their cross-functional nature in the company, enhancing Production Planning and Control (PPC) 

functions can lead to a global improvement of manufacturing systems. With the advent of the Industry 4.0 (I4.0), 

copious availability of data, high-computing power and large storage capacity have made of Machine Learning (ML) 

approaches an appealing solution to tackle manufacturing challenges.  As such, this paper presents a state-of-the-art 

of ML-aided PPC (ML-PPC) done through a systematic literature review analyzing 93 recent research application 

articles. This study has two main objectives: contribute to the definition of a methodology to implement ML-PPC and 

propose a mapping to classify the scientific literature to identify further research perspectives. To achieve the first 

objective, ML techniques, tools, activities, and data sources which are required to implement a ML-PPC are reviewed. 

The second objective is developed through the analysis of the use cases and the addressed characteristics of the I4.0. 

Results suggest that 75% of the possible research domains in ML-PPC are barely explored or not addressed at all. This 

lack of research originates from two possible causes: firstly, scientific literature rarely considers customer, 

environmental, and human-in-the-loop aspects when linking ML to PPC. Secondly, recent applications seldom couple 

PPC to logistics as well as to design of products and processes. Finally, two key pitfalls are identified in the 

implementation of ML-PPC models: the complexity of using Internet of Things technologies to collect data and the 

difficulty of updating the ML model to adapt it to the manufacturing system changes. 

Key words Machine Learning, Industry 4.0, Smart Manufacturing, Production Planning and Control, State-of-the-art, 

Systematic literature review. 

Highlights 

- Three main contributions are made to the scientific literature: the suggestion of a new data source to 

implement ML-PPC models, the identification of a new use case (Time Estimation) of data-driven models in 

I4.0, and the proposal of three new characteristics of the I4.0 (the Environment-centric processes, the 

Knowledge generation and discovery, and the Smart human interaction). 

- 93 recent scientific application articles about ML-PPC are fully analyzed to answer the research questions 

- A contribution to the definition of a methodology to implement a ML-PPC is done through the concept of 

“Mandatory Elements of a Method”. Activities, techniques, and tools are reviewed. 

- A mapping able to classify scientific literature is proposed. It serves to both identify trends and research gaps. 

- A detailed study on the use of ML techniques is provided by means of a classification by families, a temporal 

evolution analysis, and an analysis of two recent technique families: Neural Networks and Ensemble 

Learning  

Introduction 

The current manufacturing environment is characterized by high complexity, dynamic production conditions and 

volatile markets. Additionally, companies must offer customized products while engaging low costs and reducing the 

time-to-market if they want to remain competitive in a globalized world (Schuh et al. 2017b; Carvajal Soto et al. 
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2019). This situation poses tremendous challenges for manufacturers who seek to implement new technologies to meet 

their objectives while expecting a return on investment. Several countries have developed projects that aim to help 

companies adapt their industries to new production technologies. For instance, Germany created Industry 4.0 (I4.0), 

the United States proposed the Smart Manufacturing Leadership Coalition, and China introduced the plan called China 

Manufacturing 2025 (Wang et al. 2018a). This has led to significant financial support for manufacturing research; for 

example in the European Union around €7 billion will be invested by 2020 in Factories of the Future (Kusiak 2017). 

Among the Industry 4.0 groups of technologies (Ruessmann et al. 2015), Big Data and Analytics (BDA) allows 

the constantly growing mass of produced data to be harnessed to generate added value. In fact, data generation in 

modern manufacturing has undergone explosive growth, reaching around 1000 Exabytes per year (Tao et al. 2018). 

However, the potential of this data has been found to be insufficiently exploited by companies (Manns et al. 2015; 

Moeuf et al. 2018). As BDA enables the exploitation of data, the scope of this review will focus on this technology, 

and more specifically ML applied in Production Planning and Control. 

In the context of I4.0, Production Planning and Control (PPC) can be defined as the function determining the 

global quantities to be produced (production plan) to satisfy the commercial plan and to meet the profitability, 

productivity and delivery time objectives. It also encompasses the control of production process, allowing real-time 

synchronization of resources as well as product customization (Tony Arnold et al. 2012; Moeuf et al. 2018). In this 

review, I4.0 is considered a synonym of Smart Manufacturing, as they both refer to technological advances that value 

data to draw improvements in production. For example, Ruessmann et al. (2015) proposed nine technologies for I4.0 

while Kusiak (2019) suggested six, but for Smart Manufacturing. Both proposals tend to refer to similar technologies 

and variations depend on the authors’ focus. Hence, as the PPC is a core function of manufacturing, this paper regards 

its improvement through I4.0 technologies, namely ML, which concerns BDA. Regarding ML, the definition that will 

be retained is the one of a computer program capable of learning from experience to improve a performance measure 

at a given task (Mitchell 1997). 

Classical approaches to performing PPC include analytical methods and precise simulations, providing solutions 

that may rapidly become unfeasible in the execution phase due to the stochastic nature of the production system and 

uncertainties such as machine breakdowns, scrap rate, delayed deliveries, etc. Moreover, Enterprise Resource Planning 

(ERP) systems perform poorly at the operative level (Gyulai et al. 2015). To tackle this issue, ML can endow the PPC 

with the capacity of learning from historical or real-time data to react to predictable and unpredictable events. Even 

though this may suggest that organizations must invest in data warehousing to handle the mass amount of collected 

data, studies have reported that enterprises successfully implementing data-driven solutions have experienced a 

payback of 10-70 times their investment in data warehousing (Rainer 2013). 

Having introduced the synergism between ML and PPC, this study aims to provide an analysis of its state-of-the-

art through a systematic literature review. This will contribute to the definition of a methodology to implement a ML-

PPC and to the proposal of a map to classify scientific literature. This paper analyzes research produced in the context 

of the I4.0 and is guided by five research questions: 

1) Which are the activities employed to perform a ML-PPC? 

2) Which are the techniques and tools used to implement a ML-PPC? 

3) Which are the currently harnessed data sources to implement a ML-PPC? 

4) Which are the addressed use cases by the recent scientific literature in ML-PPC? 

5) Which are the characteristics of the I4.0 targeted by the recent scientific literature in ML-PPC? 

The first three questions are related to the first objective of this research. They will contribute to the definition of 

a methodology to implement a ML-PPC. The last two questions address the second objective, as they will provide the 

basis to create a classification map. 

The remainder of this paper is organized as follows: section “Research methodology and contribution” will 

explain the systematic literature review methodology employed to search and choose the sample of scientific articles. 

Additionally, the contribution of this paper with respect to similar studies will be briefly highlighted and a short 

bibliometric analysis is presented to assess the keywords used as string chains. The “Analytical framework” section 
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will explain the four axes encompassed by the analytical framework. Afterwards, the “Results” section will focus on 

the results of the systematic literature review and an analysis of it. Finally, the “Conclusion and further research 

perspectives” section will conclude this study and provide further research perspectives. 

Research methodology and contribution 

To meet the two objectives of this study, a systematic literature review was carried out following the method 

proposed by Tranfield et al. (2003) who extended research methods from the medical sector to the management 

sciences.  This method has been successfully employed by other authors to draw insights from the scientific literature 

(Garengo et al. 2005; Moeuf et al. 2018). This literature review focuses exclusively on applications of ML in PPC in 

the context of I4.0. 

In another domain, Zhong et al. (2016), proposed a bibliometric analysis of big data applications on different 

sectors such as healthcare, supply chain, finance, etc. but its focus on manufacturing was limited. (Kusiak 2017; Tao 

et al. 2018) and (Wang et al. 2018a) provided a literature analysis of data-driven smart manufacturing, citing 

representative references. However, these references were not chosen through a systematic literature review. Finally, 

(Sharp et al. 2018) could be considered as a study close to this paper as the authors used a pre-defined methodology 

to select the articles to analyze. Nevertheless, they employed Natural Language Processing (NLP) to analyze around 

4000 unique articles and provide insights about the scientific literature of ML applied in I4.0. The use of NLP can be 

useful to identify important trends, but it does not allow the authors to analyze the detail of the reviewed papers, where 

it is likely to find interesting research gaps and insights. On the other hand, a systematic review allows the authors to 

both follow a rigorous methodology and perform a detailed study of each chosen article. 

Even though the PPC is closely related to the domain of supply chain, the latter is not included in the scope of 

this review as its vastness would increase the risk of straying from the focus on PPC. Therefore, to learn about recent 

trends on this topic, the authors invite readers to refer to Hosseini et al. (2019), who performed a comprehensive 

review of quantitative methods, technologies, definitions, and key drivers of supply chain resilience. In fact, supply 

chain resilience is a growing research area that examines the ability of a supply chain to respond to disruptive events 

(Hosseini et al. 2019). Applications of this topic have been done by Hosseini and Barker (2016), who applied Bayesian 

networks to perform supplier selection based on primary, green, and resilience criteria; and Hosseini and Ivanov 

(2019), who proposed a method using Bayesian networks to assess the resilience of suppliers in identifying critical 

links in a supply network. 

The queries were performed between 10/10/2018 and 24/03/2019 in two scientific databases: ScienceDirect and 

SCOPUS. The following keywords conducted the research:  

• (“Deep Learning” OR “Machine Learning”) AND (“Production scheduling”) 

• (“Deep Learning” OR “Machine Learning”) AND (“Production planning”) 

• (“Deep Learning” OR “Machine Learning”) AND (“Production control”) 

• (“Deep Learning” OR “Machine Learning”) AND (“Line balancing”) 

To consider the context of I4.0, only papers published since 2011 were considered because this year corresponds 

to the formal introduction of I4.0 at the Hannover Fair. Additionally, only communications labeled as “Research 

Articles” in ScienceDirect and “Conference paper” OR “Article” in SCOPUS were included to solely capture articles 

presenting application models. Subsequently, a review of titles and abstracts allowed for the exclusion of articles not 

related to ML-PPC. After the removal of duplicates, a full text analysis allowed a final selection that excluded papers 

that did not fit with research questions. The sample size obtained encompasses 93 scientific papers. The article 

selection methodology with its Restrictions (R) is described in figure 1. 
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Figure 1. Search strategy used to capture the scientific literature 

A brief focus on the query keywords 

The used string chains represent a core strategic choice for review. Therefore, this sub section aims to provide an 

analysis of the employed keywords. 

Concerning the keywords used in the first parenthesis of the string chains, the use of “Deep Learning” and 

“Machine Learning” was done for two reasons: firstly, they are relatively new terms, which eases the identification of 

recent trends in the literature; and secondly, they are directly related to one of the two core subjects in this study, 

which is ML. Other terms such as “Data Mining” or “Statistical Learning” could have been sensible choices too, as 

they are often used interchangeably with “Machine Learning” and “Deep Learning”. Nevertheless, using these two 

terms might have deviated this study from its core topic. In fact, a recent study suggests that the differences between 

ML and Data Mining are not consistently defined in the literature. Thus, Data Mining is mostly considered to be the 

process of generating useful knowledge from data (Schuh et al. 2019). To do so, it draws from other fields such as 

Artificial Intelligence, Statistics, ML, and Data Analytics. Therefore, Data Mining can be a vast topic, and does not 

exclusively concern ML, which could potentially affect the focus of this study. As there seems to be no clear boundary 

between these terms, a short bibliometric analysis was performed to assess the chosen keywords. The analysis was 

done using VOSviewer, software developed by the University of Leiden to draw insights from scientific literature. 

Furthermore, using keywords related to specific ML techniques such as “Random Forest” or “k-means” did not seem 

appropriate due to the risk of introducing a bias when answering the second research question. In fact, this could have 

artificially boosted the results of the queried techniques. 

The bibliometric analysis followed a similar methodology to that used to choose the final article sample (cf. 

Figure 1). The objective was to briefly assess the influence of different keywords on the queries’ results. For the 

analysis, three different string chains were considered: “Deep Learning” OR “Machine Learning”, “Data Mining”, 

and “Statistical Learning”. The queries were performed on 06/10/2019 and the detail of the search strategy can be 

found in Appendix I. Finally, as the aim is to analyze the available literature when querying with a certain string chain, 

no Title and abstract review was done as this could introduce a bias into the results due to the authors’ influence. 

The bibliometric analysis focused on the keywords defined by the authors for all of the papers of each of the three 

samples. To represent the results, the network visualization from VOSviewer was employed. In such a network, the 
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nodes represent the keywords or items, their sizes represent the keyword importance determined by the number of 

occurrences, and the links between the nodes represent their co-occurrence. Furthermore, the relatedness between two 

terms is represented through their spatial distance in the network: two keywords closely related will be spatially closer. 

For this review, the obtained networks were displayed under the “overlay visualization,” which shows the average 

publication year for each of the keywords through a color scale. For clarity reasons, a filter was applied on the 

minimum number of occurrences to display; at most, 50 items per graph. Also, the queried keywords were highlighted 

with a red frame to assist in their identification. The networks are presented on Figures 2, 3, 4. 

 
Figure 2. Network visualization with the average publication year for “Deep Learning” OR “Machine Learning” 

 
Figure 3. Network visualization with the average publication year for “Data Mining” 
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Figure 4. Network visualization with the average publication year for “Statistical Learning” 

Results from the bibliometric study suggest that “Statistical Learning” may not be a common keyword to find in 

ML-PPC research because the size of the obtained article sample (241 articles) is far below the results obtained with 

the other two queries. In fact, “Deep Learning” OR “Machine Learning” and “Data Mining” provided 2862 and 2166 

articles, respectively (cf. appendix I). This is also stated in all of the networks, in which the item “Statistical Learning” 

does not appear, probably due to the filter excluding keywords with a low number of occurrences. 

Analyzing the relatedness between “Data Mining” and “Machine Learning” by their spatial distance on the 

networks provides an idea of how these concepts are associated: they are spatially closer on the “Data Mining” 

Network (figure 3) than on the “Deep Learning” OR “Machine Learning” network (figure 2). This suggests that Data 

Mining tends to relate more often to ML, rather than ML to Data Mining. Such a relation may support what is said in 

(Schuh et al. 2019), in which Data Mining is considered a field drawing from ML, Artificial Intelligence, Statistics, 

etc. to produce useful insights. 

Findings from the network visualizations show that the item “Machine Learning” is always associated with a 

more recent average publication year than “Data Mining”. This supports the idea that “Machine Learning” is a 

relatively new term, which can lead to the identification of recent trends in literature. Furthermore, querying with 

“Deep Learning” OR “Machine Learning” provides a more recent average publication year (2017.06) for the item 

“Machine Learning” than with the other two queries: 2016.95 when querying with “Data Mining” and 2016.41 when 

querying with “Statistical Learning”. Finally, “Deep Learning” OR “Machine Learning” was the only query enabling 

the inclusion of the item “Deep Learning” with enough occurrences (25) to pass the filter, which is a recent research 

topic with an average publication year of 2018.28. 

From the bibliometric analysis, it could be concluded that using “Deep Learning” OR “Machine Learning” as 

part of the query keywords is appropriate enough, as this allows for the identification of a big sample of recent papers, 

enabling the identification of new trends. It seems that “Statistical Learning” does not provide enough recent results 

to be considered. Finally, even if “Data Mining” is closely related to “Machine Learning,” it covers a vast domain that 

can deviate from the focus of this review.  

Regarding the keywords employed in the second parenthesis of the string chains, the objective was to represent 

the main functions of the PPC under the definition provided in the introduction section. Consequently, a determination 

of the global production quantities was represented by “Production Planning” and the aspect of the main objectives 

(i.e. profitability, productivity, and delivery time) was depicted by “Production Control”. Finally, the real time 
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synchronization of resources as well as product customizations were represented by both “Production Scheduling” 

and “Line Balancing,” given the fact that companies should be able to perform balanced scheduling even when facing 

customized client orders. 

As the PPC is a transverse topic tangled with other functions such as maintenance, quality control, logistics, etc., 

the challenge was to decide whether or not these related subjects should be included as explicit keywords for the 

queries. The final choice was to not include them through keywords, as this would broaden the perimeter of the 

research too much, losing a focus on PPC. Nevertheless, it was decided to include, in the final article sample, the 

studies dealing with other functions only if they were related to the PPC.    

Analytical framework 

This section presents the four axes that build the analytical framework that will be employed to harness knowledge 

and insight from the final sample of 93 scientific articles. 

First axis of the analytical framework: the elements of a method 

This axis concerns the first and second research questions: the activities, techniques, and tools to implement a 

ML-PPC model. To link these three elements, the concept of “Mandatory Elements of a Method” (MEM) proposed 

by Zellner (2011) is used. In fact, this concept has been successfully employed by other authors to propose 

methodologies in research domains such as product development (Lemieux et al. 2015) and lean in hospitals (Curatolo 

et al. 2014). Moreover, (Talhi et al. 2017) suggested its use to develop a methodology in the context of cloud 

manufacturing applied to product lifecycle management. Thus, the MEM suits the first objective of this study, which 

concerns the definition of a methodology to implement a ML-PPC. There are five elements in the MEM: 

1) A procedure: order of activities to be followed when the method is employed. 

2) Techniques:  the means to generate the results. Activities from the procedure are supported by techniques, 

while the latter is supported by tools. 

3) Results: they correspond to the output of an activity. 

4) Role: the point of view adopted by the person who performs the activity and is responsible for it. 

5) Information model: this refers to the relation between the first four mandatory elements. 

In the scope of this study, the first two elements are the concern. Firstly, to evaluate the procedure, the activities 

used to perform a ML-PPC implementation will be recognized and their use will be measured. By activities, this 

research refers to tasks such as “model comparison and selection” or “data cleaning”. Secondly, to address the 

techniques, ML models and tools will be identified, and their use will be measured. ML models point to elements such 

as Support Vector Machines or Neural Networks, while tools relate to programming languages or software used to 

implement these ML models. 

To provide further insight concerning the ML techniques, the learning types will also be measured. This will be 

used to summarize the information regarding the techniques as well as to ease the identification of trends and research 

perspectives. Additionally, the learning types will serve as a bridge between the first and second objectives of this 

study, as they will be used in the mapping to classify scientific literature. Based on the work of Jordan and Mitchell 

(2015), three main learning types can be identified: 

1) Supervised Learning (SL), which concerns ML techniques approximating a function 𝑓(𝑋) = 𝑌 by learning 

the relationship between the inputs 𝑋 and the outputs 𝑌. For instance, learning the mapping between the Red 

Green, and Blue (RGB) codes (input 𝑋) in an image and the objects in it (output 𝑌) to determine if a certain 

picture contains a misplaced product in a stock rack. 

2) Unsupervised Learning (UL), which encompasses techniques allowing data exploration to find patterns and 

hidden structures in a given dataset 𝑋. For instance, finding categories in maintenance reports by using the 

description of the problem and the duration of the maintenance intervention. 

3) Reinforcement Learning (RL), which are techniques allowing the learning of actions to be performed by an 

agent interacting with a certain environment to maximize a reward. For example, teaching an Automated 

Guided Vehicle (AGV) in a warehouse how to avoid obstacles to maximize the number of delivered packages. 
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Second axis of the analytical framework: employed data sources 

This axis addresses the third research question: the harnessed data sources. Identifying which are the data sources 

used to perform a ML-PPC is capital. In fact, data could be considered as the raw material allowing ML models to 

develop autonomous computer knowledge gain (Sharp et al. 2018). Moreover, the quality of the final model will 

depend to a great extent on the quality and appropriateness of the used data. Therefore, the choice of the data source 

is an important decision when training a ML model. To address this axis of the analytical framework, the data source 

types proposed by Tao et al. (2018) will be used. They mention that there are five main data sources used in the data-

driven smart manufacturing: 

1) Management data (M): historical data coming from company’s information systems such as the ERP, 

Manufacturing Execution System (MES), Customer Relationship Management system (CRM), etc. M data 

will concern production planning, maintenance, logistics, customer information, etc. 

2) Equipment data (E): data coming from Internet of Things (IoT) technologies implemented in the factory. It 

refers to sensors installed in physical resources such as machines, places such as workstations or human 

resources such as workers. In the case of workers, data is collected passively, such as by RFID sensors 

installed on helmets. 

3) User data (U): consumer information collected from e-commerce platforms, social media, etc. It also 

encompasses feedback given by workers or experts that will be used to train the ML-PPC model. User data 

coming from workers is collected actively, for example through interviews or questionnaires.   

4) Product data (P): data originating from products or services either during the production process or from the 

final consumer. 

5) Public data (Pb): data available in public databases from universities, governments or from other researchers. 

The analysis of the 93 shortlisted articles suggested that some of them did not fit into the five data sources 

proposed by Tao et al. (2018): these communications used artificially generated data through computer simulations. 

Therefore, a sixth data source is proposed, which corresponds to the first contribution of this paper to the scientific 

literature: 

6) Artificial data (A): data generated by computers (e.g. simulations) to assess ML-PPC implementations. 

Third axis of the analytical framework: the use cases of the ML-PPC in the I4.0 

This axis concerns the fourth question: it aims to show which applications can be achieved when applying a ML-

PPC. Moreover, identifying the use cases and quantifying their use frequency is important to detect trends as well as 

further research gaps. By use cases, this study refers to the different possible applications in a certain domain, such as 

maintenance, quality control, distribution, etc. In fact, as the PPC is entwined with several manufacturing subjects, is 

difficult to perform a complete review on PPC if these topics are ignored. For example, if there were a predictive 

maintenance study meant to enable a more robust production scheduling, such application would be directly related 

to the PPC through maintenance. To start this analysis, the use cases of I4.0 initially proposed by Tao et al. (2018) 

were considered. They identified six of them: 

1) Smart Maintenance: harnessing data to perform preventive and predictive maintenance. For instance, 

monitoring machine components to estimate the best date to perform a maintenance intervention. 

 

2) Quality Control: applying BDA to supervise the manufacturing process or products, seeking for possible 

quality problems and/or allowing the identification of root causes. 

 

3) Process Control and Monitoring: constantly analyzing data coming from the shop floor to perform a smart 

adjustment of the functioning parameters of physical resources (machines, AGVs, etc.). The objective is to 

automatically control these physical resources and/or optimize their parameters with respect to the working 

conditions. 
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4) Inventory and Distribution Control: stock management, parts and tools tracking, and distribution control with 

the use real-time and/or historical data. 

 

5) Smart Planning and Scheduling: considering production uncertainties to perform a production planning and 

scheduling closer to the current state of the production system. For instance, considering unexpected 

maintenance problems to reschedule a production order and minimize the delay. 

 

6) Smart Design of Products and Processes: using BDA to support new products and processes development. 

For instance, using NLP to analyze the technical requirements of a new product and then to propose the 

potentially suitable manufacturing process. 

The analysis of the 93 scientific articles suggests that these six use cases are not enough to fully characterize the 

recent publications. Additionally, papers not fitting in the initially proposed use cases shared the same application: 

time estimation (cycle time, operation time, etc.). Consequently, a seventh use case is proposed: 

7) Time estimation: adaptation of different manufacturing related times to current working conditions. For 

instance, estimating the operation times to the actual work rate of each employee instead of using the data 

from the Method Time Measurement (MTM) approach. 

Fourth axis of the analytical framework: the characteristics of I4.0 

The I4.0 aims to transform the collected data during the product’s lifecycle into “intelligence” to enhance the 

manufacturing process (Tao et al. 2018). With this transformation, the objective is to reduce costs while improving 

the quality, productivity, sustainability of the production system (Wang et al. 2018a). However, what specific benefits 

could be expected when embracing the I4.0? To answer this question, the characteristics of I4.0 need to be identified. 

Tao et al. (2018) argue that I4.0 enables the following paradigms: 

1) Customer-Centric Product Development: production systems in the I4.0 should be able to adjust their 

parameters by considering variables coming from customers such as their behavior, their needs, the way they 

use the products, inter alia. It is the case of manufacturing personalized products, designing processes from 

the customer requirements or proposing a target manufacturing cost for each consumer profile. 

 

2) Self-Organization of Resources: I4.0 should endow production systems with the capacity of considering data 

coming from the manufacturing process to better engage the available resources. Additionally, this data 

should also be used to plan capital and operational expenditures. For example, updating the scheduling of 

machines the shop floor after new urgent order is released. 

 

3) Self-Execution of Resources and Processes: in the I4.0, resources should become “smart” by providing them 

a real-time awareness and interaction capacity with the manufacturing environment (Huang et al. 2019). 

Therefore, the self-execution of resources concerns their faculty of making decisions depending on the 

received information or measured data. It is the case of machines automatically adapting their functioning 

parameters to work optimally or trolleys automatically replenishing workstations when these reach a certain 

level of security stock. 

 

4) Self-Regulation of the Production Process: unexpected events should be effectively handled in the I4.0. Thus, 

this characteristic concerns the capability to perform the required adjustments to respond to unpredicted 

problems. For example, relaunching the scheduling process for a certain production line when one of the 

machines experienced a breakdown. 

 

5) Self-Learning of the Production Process: this characteristic follows a similar logic as the self-regulation of 

processes in terms of adjustability. However, it relates to the capacity of the production system to adapt to 

predicted events. It is the case of predictive maintenance, which uses BDA to estimate the remaining useful 

life of machine’s components. Afterwards, the manufacturing system can adapt to the results of this 

prediction.  
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After concluding the analysis of the 93 articles, three characteristics seem to be overlooked: the environmental 

dimension, the knowledge generation, and the inclusion of the human being. To consider these dimensions that seem 

to not be explicitly raised in the work of Tao et al. (2018), three new characteristics are proposed: 

6) Environment-Centric Processes: estimations suggest that the electronics and home appliances industry 

scrapped around 100 million goods in China in 2012 (Tian et al. 2013). As exemplified, the environmental 

impact of industry is far from being negligible, which is the reason why industrialized countries have started 

to tighten regulations and engage environmentally friendly practices in manufacturing (Tuncel et al. 2014). 

Research done in the context of  I4.0 must not overlook this aspect. Therefore, this characteristic concerns 

the use of new technologies to create environment-centric processes. For example, optimizing the 

disassembly scheduling process to maximize the number of components that can be recycled. 

 

7) Knowledge Discovery and Generation: most of the companies have been computerized for a long time, which 

has eased the collection of data. Despite the access to a plethora of information systems, generating 

knowledge from raw data still supposes a major industrial and academic challenge. Besides, the generation 

of knowledge is a mandatory step to improve the adoption of BDA by companies (Grabot 2018). In fact, 

knowledge could be considered as one of the most valuable assets in manufacturing (Harding et al. 2006), 

the reason why generating it represents an important gain behind the adoption of BDA. Therefore, as I4.0 is 

characterized by allowing knowledge creation, research efforts must include it to generate value. One 

example of this is harnessing data from maintenance reports to provide the production of responsible real-

time information about the root causes of machine breakdowns. 

 

8) Smart Human Interaction: even with the advent of multiple I4.0 technologies, its adoption would be 

significantly hindered by not keeping humans in the loop or not considering their interaction with the 

proposed solutions. For instance, Thomas et al. (2018a) experienced the case of a company that was not 

willing to introduce an improved version of a quality control system because it somehow excluded the person 

from the process. Therefore, this characteristic concerns the consideration and/or inclusion of a human being 

when implementing new technologies. Examples of this would be a worker behavior recognition system 

based on computer vision or software interacting with operators through NLP. 

Figure 5 summarizes this section. It also presents the relationship between the Research Questions (RQ), the 

analytical framework axes, the research objectives, and the expected outputs of this study. 

 
Figure 5. Relationship between the building blocks, research objectives and expected outputs of this study. 

Results 
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First research question: activities employed in ML-PPC 

To identify the activities, the tasks used to implement a ML-PPC in each of the 93 communications were 

identified. Afterwards, these tasks were grouped into categories to ease the information analysis. These groups of 

activities were analyzed by two experts to keep the most meaningful ones. Results suggest eleven standard and 

recurrent activities: 

1) Data Acquisition system design and integration (DA): design and implementation of IoT systems to collect 

data. This activity also encompasses the data storage and communication protocols. 

2) Data Exploration (DE): use of data visualization techniques, inferential statistics, and others to derive initial 

insights and conclusions about the dataset. 

3) Data Cleaning and formatting (DC): data preparation from the raw data to make it exploitable by the ML-

PPC model. It concerns tasks such as outlier removal or missing values handling. 

4) Feature Selection (FS): choice of the most suitable inputs to the ML-PPC model. It can be done through 

statistical techniques, e.g. stepwise regression or by means of expert insight. 

5) Feature Extraction (FE): use of variables from the initial dataset to calculate more meaningful features. 

6) Feature Transformation (FT): representation of the initial features into different spaces or scales using 

techniques such as normalization, standardization or kernel transformations. 

7) Hyperparameter Tuning and architecture design (HT): definition of the ML model architecture and 

adjustment of its hyperparameters to improve the performance. For instance, optimizing the learning rate and 

defining the activation function in a neural network. 

8) Model Training, validation, testing, and assessment (MT): using the data to perform the training, validation 

and testing process. It can be done through techniques such as k-fold cross-validation. It also encompasses 

the choice of the training/validation/testing set split and the model’s performance assessment. 

9) Model Comparison and selection (MC): several ML techniques can be used to achieve a certain task. This 

activity concerns the comparison of multiple ML models to choose the one that better suits the needs.  

10) Contextualized Analysis or application (CA): going further than just assessing the model’s performance. It 

concerns the actual implementation of the ML-PPC model or the analysis of its results in the context of the 

problem that is addressed by the study. 

11) Model Update (MU): data used to train ML models represents the context of the studied environment at a 

given moment. However, this context is dynamic, hence the ML-PPC model must be adapted. Therefore, this 

task concerns the model update through new data. 

To address this research question, the percentage of papers using each activity was measured. These results are 

summarized in figure 6. Findings suggests that four groups of activities can be proposed following their usage: 

1) Commonly Used Activities (CUAs), applied in more than 60% of the analyzed papers (n°7, 8). 

2) Often Used Activities (OUAs), harnessed in 40 to 60% of the communications (n°9, 10). 

3) Medium Use Activities (MUAs), employed in 20 to 40% of the cases (n°3-6). 

4) Seldom Use Activities (SUAs), used in less than 20% of the reviewed articles (n°1, 2, 11). 
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Figure 6. Use percentage by activity. CUAs in green, OUAs in blue, MUAs in purple, and SUAs in red. 

These groups show that a considerable amount of research papers only focus on the architecture design, training, 

and assessment of ML-PPC models (CUAs cluster), while not employing or documenting the use of other activities. 

Considering OUAs, it is surprising to find that only half of the communications used the CA, which corresponds to 

an actual implementation of the proposed model in the context of the study. This suggests that half of the studies go 

no further than just training and evaluating the performance of the model. 

MUAs group encompasses data pre-processing tasks, which are capital to any ML implementation. Even if these 

activities are frequently employed in practice, their low usage is probably because researchers do not mention them, 

implying a lack of documentation. Moreover, as one of the characteristics of big data is the variety (in type, nature, 

format, etc.) (Zhou et al. 2017), it is crucial to employ data pre-processing activities to ensure the quality of the final 

models. Consequently, this lack of documentation can represent a pitfall to practitioners willing to apply ML-PPC 

based on research papers.  

Finally, SUAs cluster highlights the most important research gaps in scientific literature. Three key findings can 

be inferred from activities in this group: firstly, the low usage of DA highlights the challenge of coupling IoT 

technologies with ML-PPC. This is a major pitfall to deploy ML-PPC in companies, as they normally need real-time 

data or statuses from their manufacturing systems. Secondly, the lack of DE utilization could mean that ML-PPC 

applications tend to jump directly to activities in the CUAs cluster while overlooking descriptive and basic inferential 

statistics techniques. This represents an obstacle to generating knowledge from data, as DE can draw conclusions 

easily interpretable by non-ML specialists. Finally, the rare use of MU implies that adapting the ML-PPC model to a 

dynamic manufacturing context is seldom addressed. This unpredictable change of the statistical properties and 

relationships between variables over time is known as concept drift (Hammami et al. 2017). Not addressing this issue 

can be harmful for the model reliability in the long term. 

Second research question: techniques and tools used in ML-PPC 

Concerning the techniques, results present the number of times a given ML model is used. In the case of 

communications comparing several techniques, only the one chosen by the authors because of its better performance 

was considered. If this best-performing model employs several techniques, each of them is counted as used once. 

There are numerous ML techniques in scientific literature. Therefore, to ease the analysis of results, a grouping 

of techniques in families is proposed is table 1. These families were determined with the help of a ML expert. It is 

important to mention that the column “Concerned techniques” in table 1 is not an exhaustive list, it is limited to 

techniques found in the systematic literature review. 

Family Concerned techniques 

Association rule Association rule 

Bayesian models Bayesian networks, naïve bayes 

Canonical Variable Analysis Canonical Variable Analysis 

Clustering 
c-Means, density peak clustering, 

hierarchical clustering, k-Means 

Ensemble learning 

Bagging, gradient boosting, machine 

learner fusion-regression, random forests, 

stacking 

FURIA FURIA 

k-NN 

K-Nearest Neighbors (k-NN), 

Neighborhood Component Feature 

Selection 

Neural Network (NN) 

Artificial neural agent, autoencoders, 

convolutional neural network (CNN), 

deep belief networks, extreme learning 

machine, long short-term memory 

(LSTM), multi-layer perceptron, self-
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organizing maps, stacked denoising 

autoencoders 

Principal component analysis 

(Princip. Comp. analysis) 
Principal component analysis 

Q-Learning Q-Learning 

Regression 

Gaussian process regression, linear 

regression, logistic regression, 

polynomial regression, radial basis 

function approximation 

R-learning R-learning 

Sarsa Sarsa 

Supervised Locally Linear 

Embedding 

(Sup. Locally Linear Embed.) 

Supervised Locally Linear Embedding 

Support vector machines Support vector machines (SVM) 

Decision Trees (DT) Decision trees 

Table 1. Technique families with their respective ML models 

Results are presented in figure 7. They suggest that NN, Q-Learning, and DT are the most used techniques in 

ML-PPC. The extensive use of NN is probably due to their ability to learn complex non-linear relationships between 

variables, often delivering good performance when compared to other techniques. Even if Q-Learning remains, by far, 

the most used RL technique, other RL models such as Sarsa or R-Learning are used, which points an interest in agent-

based modeling in ML-PPC. Finally, the attention drawn by DT techniques is probably linked to their excellent trade-

off between accuracy and interpretability, allowing knowledge generation. 

The high use of Clustering techniques could be explained by the fact that data in manufacturing systems is 

normally unlabeled and can contain meaningful unknown patterns. Therefore, clustering can be employed to discover 

groups as well as hidden structures in datasets. 

 
Figure 7. Number of uses by technique family 

The usage evolution of the six most used technique families was also measured. Figures representing this can be 

found in Appendix II. Due to an imbalance in the amount of articles over the different years, results are presented as 

relative frequencies. For example, if the NN achieved a usage of 27% in 2018, it means that 27% of all the techniques 

used in that year corresponded to such a model. Results suggest that there is a strong growth in the use of NN since 

2015, this is possibly due to the growing computing power, recent findings in terms of architectures such as CNNs or 

LSTMs, and the development of specialized frameworks like PyTorch, TensorFlow, Keras, etc. which ease the task 

of implementing such models. Moreover, results show a growing interest on Ensemble learning techniques which 
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evolved from not being used between 2011-2013 to accounting for 14% of applications in 2018. This can possibly 

explain the loss of interest on DT since 2017, as Random forests (a type of Ensemble learning) can achieve better 

performance by using committees of decision trees. 

As NN and Ensemble learning families seem to be recently attracting the research community, a detailed view of 

their encompassed techniques is presented in Appendix III. Concerning NN, the most used technique is the Multi-

layer perceptron, which is the classic architecture of a NN. However, more specialized architectures belonging to deep 

learning are starting to appear in PPC research. Such is the case of the CNNs, LSTMs, and Deep Belief Networks. 

These techniques have presented good performance when dealing with specific problems, such as image recognition 

for CNNs, time series analysis for LSTMs or feature extraction for Deep Belief Networks. In the case of Ensemble 

learning, the most used technique is, by far, the Random forests. They seem to provide excellent results while enabling 

knowledge generation. In fact, they allow the most meaningful variables to be easily identified in the SL task, which 

is the reason why researchers tend to use them to both attain accuracy and model interpretability.  

To measure the utilization of the learning types, each paper was analyzed, and the learning types used were 

identified and counted. As a given model can use several ML techniques, it can refer to several learning types at the 

same time. Hence, the different synergies between these were also considered. Results are presented in figure 8. 

 
Figure 8. Number of uses by learning type 

Findings show that the most used learning type is SL. This is probably because SL addresses two recurrent needs 

in applied research: classification and regression. In fact, SL can be used to learn the relationship between an input 𝑋 

and an output 𝑌 that can be either discrete in the case of classification or continuous for regression. Furthermore, it 

was found that RL techniques are extensively used, which confirms the interest behind agent-based models. 

Concerning UL, it seems to be especially used with SL (SL-UL), which suggests a strong synergy between these 

two learning types. The reason behind this could be that UL techniques are normally used to perform data pre-

processing, as with Principal Component Analysis, or discovery of hidden patterns in datasets, e.g. with Clustering. 

There are 6 papers using just UL, however, this learning type seems to unlock all of its potential when used in 

synergies, allowing for the design of more complex models. 

Even if there are some SL-RL synergies, they are not very common. This is probably because SL is normally 

coupled with RL when there is a need of performing rapid estimations of functions to save computing time. However, 

it seems that most of the applications do not reach a scale that needs this kind of configuration. Finally, it was found 

that using UL-RL and SL-UL-RL is rare in the scientific literature. This does not mean that their synergy does not 

provide advantages, it is just that there may not be a current need for it. Also, it could be that coupling these learning 

types over-complexifies the model design, which prevents its use. 

Concerning the tools, only programming languages or software used to implement the ML model were 

considered. Therefore, other tools such as discrete event simulation software are out of the scope of this research. 

Results are presented in figure 9. 

52

16

11

6

6

1

1

SL

RL

SL-UL

UL

SL-RL

UL-RL

SL-UL-RL

Number of uses

L
ea

rn
in

g
 t

y
p

e



 15 

 
Figure 9. Number of uses by tool 

For clarity sake, tools being used only once were grouped in the category denominated as “Others”. These tools 

were: ACE Datamining System, C#, Clementine, GeNIe Modeler, Hugin 8.1, NetLogo, Neural-SIM, Visual C++, and 

Xelopes Library. Additionally, it is important to mention that most of the researchers do not mention the tool the use 

to implement the models. 

It could be said that MATLAB is, by far, the most used tool to perform ML-PPC in research. Besides its robust 

calculation capacity, the reason behind this could be that universities often invest in licenses for this software; 

therefore, they expect their researchers to use this tool. R is the second most used tool, which may be because it is a 

free software targeting statistical applications, including ML. Finally, the third most used tools are both RapidMiner 

and Python. The former eases the implementation of ML models thanks to its visual programming logic, while the 

latter is a multipurpose programming language recently characterized by its ML libraries and frameworks such as 

Scikit-learn, PyToch, Keras, etc. 

Third research question: used data sources to implement a ML-PPC 

To answer this question, the data sources used by each of the analyzed papers were identified. These results are 

summarized in table 2. The column “Identification” (ID) will assign a number to each communication. This will be 

used later to establish a mapping of the scientific literature. 

ID Reference M E U P Pb A ID Reference M E U P Pb A 

1 (Aissani et al. 2012)      X 18 (Gyulai et al. 2018b) X   X   

2 (Altaf et al. 2018)    X   19 (Habib Zahmani and Atmani 2018)      X 

3 (Bergmann et al. 2016)      X 20 (Hammami et al. 2016)      X 

4 (Cai et al. 2016)  X X    21 (Heger et al. 2016)      X 

5 (Cao et al. 2019)  X     22 (Huang et al. 2019)  X  X  X 

6 (Carvajal Soto et al. 2019)     X  23 (Ji and Wang 2017)      X 

7 (Chen et al. 2015)      X 24 (Jiang et al. 2016) X     X 

8 (Diaz-Rozo et al. 2017)  X     25 (Jurkovic et al. 2018)  X     

9 (Ding and Jiang 2018) X X  X   26 (Kartal et al. 2016) X      

10 (Dinis et al. 2019) X  X    27 (Khader and Yoon 2018)  X     

11 (Dolgui et al. 2018) X      28 (Kho et al. 2018)  X     

12 (Doltsinis et al. 2014)  X     29 (Kim and Lim 2018)      X 

13 (Fotuhi et al. 2013)     X X 30 (Kim and Nembhard 2013)     X  

14 (Gao et al. 2014)      X 31 (Kosmopoulos et al. 2012)  X     

15 (Gyulai et al. 2014) X     X 32 (Kretschmer et al. 2017) X   X   

16 (Gyulai et al. 2015) X X    X 33 (Kruger et al. 2011)  X     

17 (Gyulai et al. 2018a) X     X 34 (Kumar et al. 2018)     X  

41

14

9

7

6

6

5

3

3

Not Mentioned

MATLAB

Others

R

RapidMiner

Python

Java

WEKA

C++

Number of uses



 16 

ID Reference M E U P Pb A ID Reference M E U P Pb A 

35 (Lai and Liu 2012) X      75 (Tuncel et al. 2014)     X  

36 (Lai et al. 2018) X      76 (Wang and Jiang 2018)  X     

37 (Leng et al. 2018) X   X   77 (Wang and Jiang 2019)  X  X   

38 (Li et al. 2012a)    X   78 (Wang and Yan 2016)      X 

39 (Li et al. 2012b)      X 79 (Wang et al. 2015)      X 

40 (Li et al. 2013)      X 80 (Wang et al. 2017) X      

41 (Li et al. 2018)  X     81 (Wang et al. 2018b) X    X  

42 (Liao 2018)      X 82 (Wang et al. 2018c)     X  

43 (Lieber et al. 2013)  X  X   83 (Waschneck et al. 2018)      X 

44 (Lingitz et al. 2018) X      84 (Wauters et al. 2012) X      

45 (Lubosch et al. 2018)     X X 85 (Wu et al. 2015) X     X 

46 (Lv et al. 2018a) X      86 (Xanthopoulos et al. 2017)      X 

47 (Lv et al. 2018b) X    X X 87 (Yang et al. 2016)  X     

48 (Ma et al. 2017) X     X 88 (Yeh et al. 2011) X      

49 (Maghrebi et al. 2016) X      89 (Yuan et al. 2014)      X 

50 (Manns et al. 2015) X   X   90 (Zhang et al. 2011) X     X 

51 (Manupati et al. 2013)      X 91 (Zhang et al. 2012)      X 

52 (Mori and Mahalec 2015) X      92 (Zhong et al. 2014)  X     

53 (Ou et al. 2018) X     X 93 (Zhou et al. 2018)  X    X 

54 (Ou et al. 2019)      X 
Totals 

M E U P Pb A 

55 (Palombarini and Martínez 2012)     X  33 20 2 12 14 43 

56 (Priore et al. 2018)     X X 

57 (Qu et al. 2015)      X 

58 (Qu et al. 2016a)      X 

59 (Qu et al. 2016b)      X 

60 (Reboiro-Jato et al. 2011) X      

61 (Reuter et al. 2016) X      

62 (Rostami et al. 2018)  X     

63 (Sahebjamnia et al. 2016) X     X 

64 (Schuh et al. 2017a) X      

65 (Shahzad and Mebarki 2012)      X 

66 (Shiue et al. 2012)     X  

67 (Shiue et al. 2018)     X X 

68 (Solti et al. 2018)    X  X 

69 (Stein et al. 2018)    X   

70 (Stricker et al. 2018)      X 

71 (Thomas et al. 2018a) X      

72 (Thomas et al. 2018b)      X 

73 (Tian et al. 2013)     X  

74 (Tong et al. 2016) X      

 Table 2. Data sources used by each of the analyzed scientific articles 
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Results show that “Artificial data” is the most used data source in recent scientific literature. This probably 

highlights the difficulty of accessing data coming from companies. Additionally, it is important to remember the 

extensive use of RL techniques. These models normally require constant access to data concerning the real-time status 

of the production system, which can be difficult to find in real factories. Therefore, researchers normally use Artificial 

or Public data to test their models. This issue could be addressed by creating digital twins, but this still represents a 

research challenge. 

The extensive use of artificial data suggests that there are data availability issues. This poses two main challenges: 

firstly, dealing with highly unbalanced datasets when training, for instance, SL algorithms for classification, and 

secondly, accessing enough data to enable good generalization capacity, especially in deep learning models.  

The first challenge is common when training ML models to identify disruptions. In fact, disruptive events in PPC 

such as machine breakdowns or quality problems tend to be scarce when compared to the total size of the dataset. 

Thus, ML techniques struggle to learn these events. To tackle this issue, some authors have proposed solutions such 

as data augmentation, a common practice in computer vision that consists of artificially creating new training examples 

by modifying existent observations (Perez and Wang 2017; Mikołajczyk and Grochowski 2018). Another approach is 

to use crafted algorithms adapted to class-imbalance. Bi and Zhang (2018) performed a comprehensive comparison 

of state-of-the-art ML techniques adapted to this issue. The second challenge normally concerns the training of deep 

learning models as they need voluminous data to learn meaningful representations. This issue is normally tackled by 

transfer learning, which is the use of models already trained on a source task to perform another related task (Wang et 

al. 2018a), for instance, using a CNN trained to recognize pedestrians in the street to recognize operators on the shop 

floor. A comprehensive survey of transfer learning can be found in (Pan and Yang 2010).  

Management is the second most used data source. Hence, there seems to be a strong interest in valuing enterprise 

data stored in information systems by making it available for researchers and practitioners. Furthermore, the use of 

Equipment and Product data suggests that recent applications are starting to employ data coming from IoT 

technologies installed in machines or semi-finished products. However, there are still tremendous research gaps when 

harnessing user data to implement ML-PPC models. Two studies used this data source, but only under the form of 

expert feedback to train the ML model. No study included consumer feedback from e-commerce platforms or social 

media to influence the PPC. 

Fourth research question: addressed use cases by recent scientific literature 

To answer this question, each analyzed article was allocated to one of the seven proposed types of use cases. 

This allows to measure their importance in the scientific literature (figure 10). 
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Figure 10. Share of the analyzed sample by proposed use case 

Results point out that Smart Planning and Scheduling is the most addressed use case in recent scientific literature, 

with nearly half of the communications discussing it. This result may come from two main reasons: firstly, the string 

chains used in the methodology are closely related to this use case; secondly, it normally uses structured data relatively 

easy to get from information systems, which eases the task of implementing a data-driven approach. The strong use 

of Time Estimation in ML-PPC (14% of the papers) suggests that classical time measurement methods are not 

compliant with the growing complexity of the manufacturing systems, which may represent a pitfall to perform a 

reliable planning. Therefore, ML models considering more diverse variables as inputs are being adopted. Moreover, 

some researchers have addressed the coupling of Smart Maintenance, Process Control and Monitoring, and Quality 

Control with the PPC. However, there is still effort to be made, as the share of these use cases was no higher than 

10%. 

Finally, two use cases are targeted as critical: The Inventory and Distribution Control (6%) and the Smart Design 

of Products and Processes (4%). These findings suggest two things: first, a lack of integration of the logistic functions 

into the ML-PPC, and secondly, a difficulty for harnessing insights from data to serve product and process design. 

This difficulty is probably because data employed in design is highly unstructured (text data, image data, etc.) and 

greatly depends on people's experience. 

Fifth research question: the characteristics of I4.0 

To quantify their usage, the addressed characteristics in each of the 93 analyzed papers were identified and 

counted. Results are summarized in figure 11. In this figure, the sum of all the totals is higher than 93 as one ML-PPC 

model can satisfy several characteristics. 

  
 Figure 11. Number of papers by I4.0 characteristic. 

Findings show that the Self-Organization of Resources is, by far, the most addressed characteristic (56 uses) in 

ML-PPC applications. This result was expected, as this characteristic can be achieved through production planning 

and scheduling, two functions directly related to the PPC and found to be extensively employed in the use cases. 

Therefore, it can be concluded that the ML-PPC based models effectively enable this characteristic. 

The Self-Regulation of the Production Process (33 papers), the Self-Learning of the Production Process (26 

papers), as well as the Knowledge Discovery and Generation (26 papers) appear to be moderately boarded. This leads 

to two main conclusions: first, ML-PPC models effectively endow manufacturing systems with the capacity of 

adapting to unexpected events and predicting production problems. This is suitable to handle the stochastic nature of 

production environments. Secondly, ML is suitable to generate knowledge from PPC data, which is crucial in I4.0, 

where data is abundant, and it can provide useful guidelines to improve the company’s know-how. 
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Four characteristics were rarely satisfied: The Customer-Centric Product Development (3 papers), the Self-

Execution of Resources and Processes (4 papers), the Smart Human Interaction (7 papers), and the Environment-

Centric Processes (8 papers), which points to strong research perspectives of ML-PPC applications enabling these 

features. Concerning the Customer-Centric Product Development, it was rare to find papers including customer-

related variables into their PPC. This can be due to the difficulty to access data from customers or end users. For 

instance, as observed in the data sources section, user data was seldom employed. 

The low number of papers dealing with Self-Execution of Resources and Processes suggests that it is unusual to 

couple the PPC with autonomous physical resources. This can be due to the complexity of such systems as they require 

important capital investments as well as multi-disciplinary knowledge in production systems, mechatronics, and 

control theory. 

It was very surprising to find that the Smart Human Interaction (7 papers) and the Environment-Centric Processes 

(8 papers) are rarely addressed. Indeed, manufacturing systems can be human based in several steps such as during 

the execution in the shop floor or during the tactical planning definition. Not considering the interaction of the 

proposed ML-PPC models with humans can be harmful for the deployment of the proposed system, as it may worsen 

the working conditions. Therefore, thinking about this human-ML interaction is the cornerstone for a successful 

adoption. Concerning the Environment-Centric Processes, scarce applications tried to minimize the environmental 

impact of production processes through ML-PPC. In a world where natural resources are becoming rare, this is a non-

negligible aspect that must be considered, not only because of the tightening of environmental laws by governments 

but also because of the ethical responsibility of companies. 

Cross-axes analysis: mapping the scientific literature through use cases, I4.0 characteristics, and learning types 

 To address the second objective of this study, a mapping of the scientific literature in ML-PPC is proposed. This 

is achieved through a cross-analysis employing the use cases, characteristics of I4.0, and learning types. Results are 

represented via a cross-matrix having the use cases in the vertical axis and the characteristics of I4.0 in the horizontal 

axis. This matrix also allows the maturity of a given use case to be assessed. For instance, a mature use case in the 

scientific literature will tend to satisfy more I4.0 characteristics. From this point of view, the crossing between a 

characteristic of I4.0 and a use case will be referred as a domain. 

The ID numbers defined on table 2 are employed to place the analyzed articles in the matrix. Additionally, the 

learning types employed by each communication are represented using a color code. Figure 12 provides a summarized 

view of this matrix, allowing for a high-level analysis that will help to identify research gaps and trends in ML-PPC. 

Figure 13 is a detailed view of the matrix indicating the scientific articles with their respective learning types found 

in each domain. 

Figure 12 shows that among the 56 possible domains, 18 (32%) were not addressed at all. Furthermore, 24 (43%) 

domains lie in the range of 1 to 3 papers. This means that nearly half of the domains are in an exploration phase. These 

two remarks lead to conclude that ML-PPC in the I4.0 is still an active research topic with strong perspectives.  

From figure 13, it can be said that there is a strong trend of using multiple synergies between learning types across 

all of the different use cases. However, there are no applications of RL in Time Estimation and in Smart Design of 

Products and Processes. The reason for this may be that these use cases have strong strategic impacts. Therefore, 

current ML implementations in such applications aim to support decisions rather than automating them such as with 

agent-based systems driven by RL. 

There are two use cases achieving a high maturity: Smart Planning and Scheduling and Process Control and 

Monitoring. They both cover all but one of the characteristics of I4.0. In the case of Smart Planning and Scheduling, 

it fails to address the Self-Execution of Resources and Processes, which suggests that there are research perspectives 

in coupling the production planning and scheduling with autonomous physical resources. For the Process Control and 

Monitoring, there is a lack of applications satisfying the Customer-Centric Product Development, which would be an 

automatic optimization of physical resources from the analysis of customer-related variables.  
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Knowledge Discovery and Generation is the only characteristic addressed by all the use cases, which denotes an 

intense interest in knowledge creation from data. Furthermore, there is a strong presence of SL, UL, and SL-UL in 

this characteristic. This implies an important affinity between these learning types and the generation of useful 

information from raw data. Following a similar trend, there seems to be a generalized interest in Environment-Centric 

Processes, a characteristic that is addressed by almost all of the use cases. However, its low number of papers implies 

that there are strong research avenues to be explored. 

Communications addressing the Self-Execution of Resources and Processes focused exclusively on Process 

Control and Monitoring applications. This shows that the dynamic optimization of working parameters of the 

machines allows data-driven intelligent resources to be created. However, this characteristic has further potential to 

be explored in PPC research with other use cases, such as in Inventory and Distribution Control with autonomous 

AGVs to serve logistic needs or in quality, by automating processes. 

 
Figure 12. Summarized view of the cross-matrix: number of papers by domain 
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Figure 13. Detailed view of the cross-matrix for use cases, characteristics of I4.0, and learning types
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Conclusion and further research perspectives 

This state-of-the-art analysis studied 93 research articles chosen through the logic of a systematic literature 

review. These papers were analyzed by means of an analytical framework composed of four axes. First, the elements 

of a method were reviewed, which enabled an analysis of activities, techniques, and tools to perform a ML-PPC. 

Secondly, the data sources employed to implement a ML-PPC model were recognized and assessed. Thirdly, an 

analysis of the use cases enabled the recognition of the applications of data-driven models in the 4.0. Fourthly, the 

characteristics of I4.0 were identified and assessed through their usage. Additionally, a mapping of the scientific 

literature was proposed by means of the use cases, characteristics of I4.0 and ML learning types. 

Results concerning the activities allowed the recognition of eleven recurrent tasks that are employed to create a 

ML-PPC model. They were grouped in four clusters following their use percentage: CUAs (Commonly Used 

Activities), OUAs (Often Used Activities), MUAs (Medium Use Activities), and SUAs (Seldom Use Activities). From 

these clusters, it can be concluded that activities belonging to the CUAs and OUAs clusters are well documented in 

the scientific literature. MUAs activities mainly contain data pre-processing tasks, which are necessary but not 

commonly documented by researchers. Finally, the SUAs cluster suggests that there are three activities rarely 

addressed in literature: the design and implementation of data acquisition methods from the manufacturing system, 

the exploration of data to get insights, and the constant adaptation of the proposed ML-PPC model to the environment 

dynamics. 

An extensive review of the techniques identified the most used families in scientific literature. These were found 

to be the NN, Q-Learning, DT, Clustering, Regression, and Ensemble learning. From these results, a temporal 

evolution analysis of the top 6 most used families was performed. Findings suggested a growing interest in NN and 

Ensemble learning, which motivated a focused study on the detailed techniques encompassed by these families. 

Concerning the NN, the Multi-layer perceptron was the most used technique. Nevertheless, more specialized deep 

learning techniques such as CNNs, LSTMs, and Deep Belief Networks are starting to be employed. With respect to 

Ensemble learning, the most used technique was Random forests. 

The ML learning types were also reviewed. Findings showed that scientific literature mainly focused on the 

individual use of SL and RL. However, synergies between learning types are also employed. For instance, the most 

used synergy was SL-UL, which allows to explore and pre-process the data through UL to improve the SL training. 

The UL-RL and SL-UL-RL synergies had only one use each, which could be considered as a research gap, advising 

improvements in its integration. In fact, each learning type has its advantages and limitations. Hence, it is important 

to explore more synergy possibilities, as they may help overcome individual limits. 

Other than increasing data availability, one option to encourage the utilization of UL-RL and SL-UL-RL is to 

boost the development of specialized libraries to build complex models coupling several learning types. Examples of 

this are deep learning frameworks such as TensorFlow, Keras, PyTorch, etc. which have eased the implementation of 

deep learning applications. This has allowed researchers to spend more time on the addressed problem than on the 

coding stage. 

Results concerning the tools showed that MATLAB, R, Python, and RapidMiner are the most used tools in 

developing ML-PPC models in research. However, most authors did not mention the tool used, which is a limit of this 

study. Furthermore, it is important to mention that these results come from a sample of scientific articles, meaning 

that results are mainly valid in an academic context. If there are practitioners willing to implement ML-PPC models 

in companies, other aspects need to be analyzed such as the cost of the software, its scalability, skill availability in the 

labor market, compatibility with existing information systems, etc. 

The current horizon of data sources used is dominated by Artificial and Management data. The former points to 

a difficulty in collecting all of the data required to implement ML-PPC models, while the latter suggest that companies 

are interested in valuing their data stored in information systems. Data coming from IoT sources such as Equipment 

and Product data was moderately used, nevertheless showing an interest in these technologies to collect data. Finally, 

ML-PPC models failed to integrate User data, probably because it is complex to collect and it engages an important 

responsibility concerning data privacy. 



 23 

The most addressed use cases were Smart Planning and Scheduling and Time Estimation, probably because they 

are directly concerned by the PPC, which may lead to its high utilization. The fact that there are research articles in 

all of the use cases suggests that the PPC is a transversal function that benefits from several applications. Therefore, 

when designing a ML-PPC system for a company, the impact on all of the use cases must be assessed. Finally, it was 

found that Inventory and Distribution Control, as well as Smart Design of Products and Processes, are seldom 

addressed. This suggests that there is still a lot of progress to be made when coupling the PPC to logistics as well as 

product and process design through ML. 

Concerning the characteristics of I4.0, results suggest that scientific literature in ML-PPC is extremely focused 

on satisfying the Self-Organization of Resources, which was expected, as one of the main goals of the PPC is resource 

management to satisfy the commercial plan. At a second level, the Self-Regulation of the Production Process, the Self-

Learning of the Production Process, and the Knowledge Discovery and Generation seem to be more frequently 

addressed. However, figure 13 showed that they are mainly employed for Smart Planning and Scheduling, implying 

a lack of research in the other applications. Finally, there are three characteristics that are partially overlooked by 

researchers: Environment-Centric Processes, Smart Human Interaction, and Customer-Centric Product Development. 

The first two are essential characteristics of building more responsible production systems as they aim to include 

human beings and reduce the environmental impact of manufacturing processes. The latter relates to the alignment of 

the PPC to the customer’s needs. Hence, it appears that recent ML-PPC research ignores the influence of the customer 

in the manufacturing process. 

As illustrated in the proposed cross-matrix, 75% of the possible research domains are barely addressed or were 

not explored at all. This means that the ML-PPC is still a key topic for the enablement of I4.0, which presents strong 

research avenues. The main future research perspectives could be summarized in the following three key items: 

1) Reinforce the role of IoT in ML-PPC: this would allow an improvement to the data acquisition system’s 

design and would provide a means to perform a model update to tackle the concept drift issue. To do so, 

the ML mindset and workflow should be shifted from a linear to a circular process, considering the need 

to constantly retrain through new data. This way of thinking would enable the identification, from an 

early development stage, of the retraining policy and the necessary variables that could be measured 

again at a sensitive cost. By defining these two aspects, the data acquisition system design will be less 

complex to conceive, as the needs will be clearer. This would avoid investment in sensors and resources 

and architecture that would not be exploited. Concerning the retraining policy, a review in the context 

of PPC reporting common practices, advantages and pitfalls seems to be missing in the scientific 

literature. 

2) Improve the integration between the PPC, logistics, and design: it was stated that the PPC benefits from 

different use cases. However, recent literature seems to overlook logistics as well as product and process 

design applications coupled with the PPC. To tackle this challenge, it is necessary enable data 

availability, continuity and sharing over the design, logistics, and production departments. This could be 

achieved through interoperability as well as communication of intra-organizational systems such as the 

PLM, ERP, and MES. Even if projects that are meant to couple such systems are costly, they are 

necessary to ensure data availability and quality. One way to achieve this is the use of data lakes, which 

have been recognized as suitable to handle big data repositories of a structured and unstructured nature 

(Llave 2018; Lo Giudice et al. 2019). For instance, Llave (2018) concluded, through expert interviews, 

that one of the key purposes of data lakes is to serve as experimentation platforms for data scientists. 

3) Set human interaction and environmental aspect as priorities to ensure the development of ethical 

manufacturing in I4.0: exploring the interaction of humans with the proposed ML-PPC models is 

paramount to building inclusive technologies at the service of society. To achieve this, the short- and 

long-term impact of ML-PPC systems on employees’ working conditions must be assessed. If the system 

degrades them, it must be redesigned. Concerning the second aspect, seeking a reduction in the 

environmental impact of manufacturing through ML could provide important developments. This can 

be addressed from a purely PPC approach by optimizing, for instance, the scheduling of disassembly 

processes or by improving the prediction of production times to avoid energy waste. Other approaches 

could be the optimization of the supply chain. Even though the supply chain was not covered in this 
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review, it is an appropriate domain for researchers to implement ML applications. For instance, by 

considering environmental criteria when choosing suppliers, as in (Hosseini and Barker 2016). 

Some of the research gaps indicated in this review could motivate future work. Future work will be focused on 

the following aspects:  

1) The proposed activities will be reviewed to determine an order between them, creating a procedure: this 

would help shift from a linear to a circular workflow when implementing ML-PPC models.  

2) The most suitable techniques and tools will be linked to each of the activities with sectorial information: 

linking techniques, tools, and activities is the key to creating good practices that could be helpful to new 

practitioners, both in research and industry. Furthermore, according to Kusiak (2017, 2019), there are 

profound differences in the volume of data generation and usage across different industries. Therefore, 

future work will aim to identify trends categorized by sectorial information. 

3) The current state of data availability solutions and workarounds will be explored: as data availability 

was found to be a main issue, a review of techniques to tackle the class-imbalance problem and the use 

of transfer learning in the context of PPC will be performed. Additionally, the utilization of data lakes 

for ML-PPC will also be explored.  

4) Future research avenues will be proposed through an NLP analysis: NLP may enable the discovery of 

non-trivial trends present in the corpus of the 93 sampled articles. This will complement the results of 

the systematic literature review. 
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Appendix 

Appendix I: detail on the search strategy for the bibliometric analysis 

 
Figure 14. Search strategy detail for “Deep Learning” 

OR “Machine Learning” 

 
Figure 15. Search strategy detail for “Data Mining” 
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Figure 16. Search strategy detail for “Statistical Learning” 

 

Appendix II. usage evolution of the top 6 most used techniques 

  
Figure 17. Usage evolution for Neural Networks Figure 18. Usage evolution for Q-Learning 

  
Figure 19. Usage evolution for Decision Trees Figure 20. Usage evolution for Clustering 
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Figure 21. Usage evolution for Regression Figure 22. Usage evolution for Ensemble Learning 

 

Appendix III: detail on NN and Ensemble learning techniques 

 
 Figure 23. Detail on the techniques of the NN and Ensemble learning families 
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