Fuzzy steering control for autonomous vehicles under actuator saturation: Design and experiments
Tran Anh-Tu Nguyen, Chouki Sentouh, Jean-Christophe Popieul

To cite this version:
Tran Anh-Tu Nguyen, Chouki Sentouh, Jean-Christophe Popieul. Fuzzy steering control for autonomous vehicles under actuator saturation: Design and experiments. Journal of The Franklin Institute, 2018, 355 (18), pp.9374-9395. 10.1016/j.jfranklin.2017.11.027. hal-03426845

HAL Id: hal-03426845
https://uphf.hal.science/hal-03426845
Submitted on 25 Nov 2023

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers. L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Fuzzy Steering Control for Autonomous Vehicles under Actuator Saturation: Design and Experiments

Article in Journal of the Franklin Institute · December 2018
DOI: 10.1016/j.jfranklin.2017.11.027

3 authors, including:

Anh-Tu Nguyen
Université Polytechnique Hauts-de-France
140 PUBLICATIONS 2,684 CITATIONS

Chouki Sentouh
LAMIH UMR CNRS 8201 Hauts-de-France Polytechnic University
114 PUBLICATIONS 2,057 CITATIONS

All content following this page was uploaded by Anh-Tu Nguyen on 03 March 2020.

The user has requested enhancement of the downloaded file.
Fuzzy Steering Control for Autonomous Vehicles under Actuator Saturation: Design and Experiments

Anh-Tu Nguyen*, Chouki Sentouh, Jean-Christophe Popieul

Laboratory LAMIH UMR CNRS 8201, University of Valenciennes, France

Abstract

This paper presents a new control method for autonomous vehicles. The design goal is to perform the automatic lane keeping under multiple system constraints, namely actuator saturation of the steering system, roads with unknown curvature and uncertain lateral wind force. Such system constraints are explicitly taken into account in the control design procedure. To achieve this goal, we propose a new constrained Takagi-Sugeno fuzzy model-based control method using fuzzy Lyapunov control framework. The resulting non-parallel distributed compensation controller is able to handle not only various system constraints but also a large variation range of vehicle speed. In particular, Taylor’s approximation method is exploited to reduce not only the numerical complexity for real-time implementation but also the conservatism of the results. The design conditions are strictly expressed in terms of linear matrix inequalities which can be efficiently solved with available numerical solvers. The effectiveness of the proposed control method is demonstrated through both simulation and hardware experiments with various driving scenarios.
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1. Introduction

Nowadays, automobiles have become essential in our society since they provide individuals a great freedom for traveling. At the same time, road accident still remains one of the main mortality causes of our daily life despite huge prevention efforts from governments and automotive industry. As a consequence, the field
of intelligent vehicles, including the issue of autonomous vehicles, has attracted a growing attention from both academic and industrial settings with the aim of improving safety, comfort, and efficiency [1–5]. Intelligent vehicles make use of sensing and intelligent algorithms to understand the vehicle’s immediate environment, for either assisting the driver or fully controlling the vehicle [6–9]. In this context, our research is concerned with the automatic control of the steering system (also known as lateral control) for autonomous vehicles.

Up to now, several lateral controllers have been developed for the lane keeping control problem in the literature [3, 4, 7, 10, 11]. The authors in [12] have presented an automatic-steering control architecture based on a combination of fuzzy logic and PID control. In that work, the driver actions have been considered as a system disturbance which is systematically rejected by the control system. A switching control scheme based on Lyapunov stability theorem and LMI (linear matrix inequality) optimization has been proposed in [10] to avoid lane departures when the driver has a lapse of attention. In [13], an automatic lane-keeping control is combined with driver’s steering for obstacle avoidance and lane-change maneuvers without using switching strategies between these both control actions. A nested PID steering control strategy has been proposed and experimentally validated for an autonomous vehicle in [14] in the case of roads with unknown curvature. A real-vehicle application being able to manage autonomous-steering and perform human-like tracking has been also developed in [15]. Robust dynamic output feedback controllers based on a driver-vehicle model have been proposed in [8, 9] to assist the driver for tracking the reference trajectory. Note that in most of the available works, the longitudinal speed has been considered as a constant to ease the control design. Moreover, existing works have not explicitly taken into account the saturation effects of the steering system in the control design procedure. This can lead to serious degradation of control performance, in many cases, the stability may be lost [16–18].

In recent years, stability analysis and control design based on Takagi-Sugeno (T-S) fuzzy models [19] have become the most popular research platform in fuzzy model-based control [16, 20–23]. This fact is due to many outstanding features of T-S fuzzy models for control purposes [20]. First, they can be used as a universal approximator for any smooth nonlinear system. In particular, the sector nonlinearity approach provides an exact T-S representation of a given nonlinear model in a compact set. Second, thanks to their polytopic structure with linear systems in the consequent parts, T-S fuzzy models allow to extend some linear control concepts to nonlinear systems. Moreover, T-S fuzzy-model-based control techniques have been successfully applied to various engineering applications [7, 22, 24, 25]. In T-S fuzzy control framework, a norm-bounded approach has been used in [24] to handle the control input limitations. The resulting low-gain non-saturated con-
trollers are generally conservative and offer poor control performance [17, 26]. Polytopic representation of the saturation nonlinearity has been employed in [26–28]. Based on the technique of extended non-quadratic boundedness, the authors in [18] have proposed non-parallel distributed compensation controllers for T-S fuzzy systems subject to input and state constraints and bounded noise. An equivalent augmentation form of the closed-loop system has been exploited together with a generalized saturation sector condition in [29] for the control design of a class of input-constrained Takagi-Sugeno fuzzy systems. In [30], the control input limitations have been taken into account in the design procedure using an LP (linear programming) approach.

Motivated by the above control issues, this paper aims at developing a new robust control method for automatic lane keeping of autonomous vehicles subject to multiple system constraints, i.e. actuator saturation, roads with unknown curvature and uncertain lateral wind force. The contributions are summarized as follows.

• Using T-S fuzzy modeling to represent the vehicle dynamics, the proposed automatic lane keeping method can handle a large variation range of vehicle speed. Moreover, Taylor’s approximation method is used to reduce significantly the numerical complexity of the vehicle T-S fuzzy model. This eases the real-time control implementation and also reduces the design conservatism.

• The actuator saturation of the steering system is explicitly taken into account in the control design via a generalized sector condition. In particular, a fuzzy Lyapunov function is used for theoretical developments to reduce further the conservatism. The design conditions are expressed in terms of LMIs which can be easily solved with numerical solvers.

• The practical performance of the proposed lane keeping control method is successfully validated through both simulations and hardware experiments.

The paper is organized as follows. Section 2 presents the key elements of vehicle modeling. The transformation from a continuous vehicle model to its corresponding discrete version via Euler’s approximation is also given. In Section 3, we first formulate the control problem, then the design conditions are derived in fuzzy Lyapunov control framework. Section 4 highlights the application of the proposed method to the studied autonomous vehicle. Both simulation and hardware experiments to demonstrate the lane keeping performance are presented in Section 5. Finally, concluding remarks are reported in Section 6.

Notation. For an integer number \( r \), \( \Omega_r \) denotes the set \( \{1, 2, \ldots, r\} \). \( I \) denotes the identity matrix of appropriate dimension. For a square matrix \( X \), \( X > 0 \) means that \( X \) is positive definite. The \( i \)th element of a vector \( u \) is denoted \( u_{(i)} \) and \( X_{(i)} \)...
denotes the $i$th row of matrix $X$. The symbol $\star$ stands for matrix blocks that can be deduced by symmetry. For a positive definite function $V(x)$ defined on $\mathbb{R}^n$, we denote $\mathcal{E}_V = \{x \in \mathbb{R}^n : V(x) \leq 1\}$. The scalar functions $\eta_1, \ldots, \eta_r$ are said to verify the convex sum property if

$$\eta_i \geq 0, \quad \sum_{i=1}^{r} \eta_i = 1$$

For such scalar functions with any argument $\theta$, we denote

$$Y_\theta = \sum_{i=1}^{r} \eta_i(\theta)Y_i, \quad Y_\theta^{-1} = \left(\sum_{i=1}^{r} \eta_i(\theta)Y_i\right)^{-1}$$

where the matrices $Y_i$ are of appropriate dimensions. Throughout this paper, the time argument will be dropped when convenient.

2. Vehicle Modeling

This section details the modeling of the studied autonomous vehicle.

2.1. Road-Vehicle Model

In order to investigate the vehicle motions and to evaluate the control performance, the vehicle handling dynamics in the horizontal plane are represented by the non-linear single track vehicle model [2, 14], see Figure 1. Then, the vehicle dynamics is given by

$$M (\ddot{v}_x - rv_y) = F_{xf} \cos \delta - F_{yf} \sin \delta + F_{xr}$$

$$M (\ddot{v}_y + rv_x) = F_{xf} \sin \delta + F_{yf} \cos \delta + F_{yr} + f_w$$

$$I_{z\dot{\phi}} = l_f (F_{xf} \sin \delta + F_{yf} \cos \delta) - l_r F_{yr} + l_w f_w$$

(3)

For brevity, the vehicle nomenclature used in this work are given in Table 1. The front and rear longitudinal forces $F_{xi}$ with $i = f, r$ and the front and rear lateral forces $F_{yi}$ with $i = f, r$ are modeled according to the Pacejka’s tire model [31] (known also as magic formula):

$$F_{ki}(\alpha_i) = D_i \sin \{C_i \arctan [(1 - E_i)B_i \alpha_i + E_i \arctan (B_i \alpha_i)]\}$$

(4)

where $k = x, y$ and $i = f, r$. The Pacejka parameters $B_i, C_i, D_i$ and $E_i$ in (4) depend on the characteristics of the tyre, road and the vehicle operating conditions.

For lateral control purposes, the nonlinear vehicle model (3) will be simplified. To this end, we consider normal driving situations and small angle approximation.
As a result, the lateral speed and the lateral tire forces can be computed with the following expressions:

\[ v_y = v_x \beta \]

\[ F_{yf} = 2C_f \alpha_f = 2C_f \left( \frac{v_y + l_f r}{v_x} - \delta \right) \]

\[ F_{yr} = 2C_r \alpha_r = 2C_r \frac{v_y - l_r r}{v_x} \]

where \( C_f \) and \( C_r \) are respectively the front and rear cornering stiffness coefficients.

This work focuses on the lateral motion of the vehicle. Then, the longitudinal dynamics is decoupled from the lateral dynamics and the longitudinal speed is considered as a time-varying parameter for control purposes. Combining this fact with (3)-(5), the vehicle lateral dynamics is given by

\[
\begin{bmatrix}
\dot{\beta} \\
\dot{r}
\end{bmatrix} =
\begin{bmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{bmatrix}
\begin{bmatrix}
\beta \\
r
\end{bmatrix} +
\begin{bmatrix}
b_1 \\
b_2
\end{bmatrix}\delta +
\begin{bmatrix}
e_1 \\
e_2
\end{bmatrix}f_w
\]

(6)

where the matrix elements in (6) are defined as follows:

\[ a_{11} = -\frac{2(C_r + C_f)}{M v_x}, \quad a_{12} = \frac{2(l_r C_r - l_f C_f)}{M v_x^2} - 1, \quad b_1 = \frac{2C_f}{M v_x}, \quad e_1 = \frac{1}{M v_x} \]

\[ a_{21} = \frac{2(l_r C_r - l_f C_f)}{I_z}, \quad a_{22} = -\frac{-2(l_f^2 C_r + l_r^2 C_f)}{I_z v_x}, \quad b_2 = \frac{2l_f C_f}{I_z}, \quad e_2 = \frac{l_w}{I_z} \]
Table 1: Vehicle model parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{x,y}$</td>
<td>longitudinal/lateral speed</td>
</tr>
<tr>
<td>$\beta$</td>
<td>sideslip angle at the center of gravity (CG)</td>
</tr>
<tr>
<td>$r$</td>
<td>vehicle yaw rate</td>
</tr>
<tr>
<td>$f_w$</td>
<td>lateral wind force</td>
</tr>
<tr>
<td>$\rho_r$</td>
<td>road curvature</td>
</tr>
<tr>
<td>$\delta$</td>
<td>steering angle</td>
</tr>
<tr>
<td>$M$</td>
<td>total mass of the vehicle</td>
</tr>
<tr>
<td>$l_f$</td>
<td>distance from CG to the front axle</td>
</tr>
<tr>
<td>$l_r$</td>
<td>distance from CG to the rear axle</td>
</tr>
<tr>
<td>$l_w$</td>
<td>distance from CG to the impact center of the wind force</td>
</tr>
<tr>
<td>$l_s$</td>
<td>look-ahead distance</td>
</tr>
<tr>
<td>$\eta_t$</td>
<td>tire length contact</td>
</tr>
<tr>
<td>$I_z$</td>
<td>vehicle yaw moment of inertia</td>
</tr>
<tr>
<td>$C_f$</td>
<td>front cornering stiffness</td>
</tr>
<tr>
<td>$C_r$</td>
<td>rear cornering stiffness</td>
</tr>
</tbody>
</table>

2.2. Road-Vehicle Positioning

The lane-keeping dynamics can be represented via two supplementary measurements provided by the vision system [2], namely the lateral deviation error $y_L$ from the centerline of the lane projected forward a lookahead distance $l_s$, and the heading error $\psi_L$ between the tangent to the road and the vehicle orientation, see Figure 1. Then, the dynamics representing the vehicle positioning on the road is given by

$$
\begin{align*}
\dot{y}_L &= v_x \beta + l_s r + v_x \psi_L \\
\dot{\psi}_L &= r - v_x \rho_r
\end{align*}
$$

(7)

where $\rho_r$ denotes the unknown road curvature.

2.3. Vehicle Control-Based Model

From the bicycle vehicle model (6), the dynamics for lane tracking (7), the road-vehicle model used for control purposes can be expressed as follows:

$$
\dot{x}(t) = A_v x(t) + B_{vu} u(t) + B_{vw} w(t)
$$

(8)

where $x = [\beta \ r \ \psi_L \ y_L]^\top$ is the vehicle state vector, $w = [f_w \ \rho_r]^\top$ is the disturbance vector, and the control input is the steering angle $u = \delta$. The system
matrices of the control-based model (8) are given by

\[
A_v = \begin{bmatrix}
a_{11} & a_{12} & 0 & 0 \\
a_{21} & a_{22} & 0 & 0 \\
0 & 1 & 0 & 0 \\
v_x & l_s & v_x & 0
\end{bmatrix}, \quad B_{vu} = \begin{bmatrix}
b_1 \\
b_2 \\
0 \\
0
\end{bmatrix}, \quad B_{vw} = \begin{bmatrix}
e_1 & 0 \\
e_2 & 0 \\
0 & -v_x \\
0 & 0
\end{bmatrix}.
\]

For simulation and experiment studies, the following system parameters are considered in this paper:

\[
M = 2025 \text{ [kg]}, \quad l_f = 1.3 \text{ [m]}, \quad l_r = 1.6 \text{ [m]},
\]
\[
l_w = 0.4 \text{ [m]}, \quad l_s = 5 \text{ [m]}, \quad \eta_t = 0.13 \text{ [m]},
\]
\[
I_z = 2800 \text{ [kgm}^2\text{]}, \quad C_f = 57000 \text{ [N/rad]}, \quad C_r = 59000 \text{ [N/rad]}.
\]

To ease the real-time implementation on the vehicle Electronic Control Unit (ECU), the numerical state-feedback controller is directly synthesized in the discrete-time domain. To this end, the well-known Euler’s approximation

\[
\dot{x}(t) \approx \frac{x(\kappa + 1) - x(\kappa)}{T_e}
\]

is used to obtain the following discrete-time version of the continuous-time vehicle system (8):

\[
\Sigma_v(v_x) : \quad x(\kappa + 1) = Ax(\kappa) + Bu(\kappa) + B_ww(\kappa)
\]  

(9)

where \( z(\kappa) \) denotes the value of the signal \( z \) taken at the \( \kappa \)-instant, \( T_e = 0.01s \) is the sampling time of the ECU, and the system matrices are given by

\[
A = I + T_e A_v, \quad B_u = T_e B_{vu}, \quad B_w = T_e B_{vw}
\]  

(10)

The discrete-time vehicle system \( \Sigma_v \) in (9) is exploited later for control purposes.

3. Control Design for Input-Saturated Takagi-Sugeno Fuzzy Systems

This section presents the theoretical development of a new control method for disturbed T-S fuzzy systems subject to actuator saturation. The design conservatism of the proposed method compared to existing literature is also studied.
3.1. Problem Definition

Consider the discrete-time T-S fuzzy system subject to control input saturation of the following form:

\[
\begin{align*}
    x(\kappa + 1) &= \sum_{i=1}^{r} \eta_i(\theta) \left( A_i x(\kappa) + B_i^u \text{sat}(u(\kappa)) + B_i^w w(\kappa) \right) \\
    z(\kappa) &= \sum_{i=1}^{r} \eta_i(\theta) C_i x(\kappa)
\end{align*}
\]  

(11)

where \( x \in \mathbb{R}^{n_x} \) is the system state, \( u \in \mathbb{R}^{n_u} \) is the control input, \( w \in \mathbb{R}^{n_w} \) is the disturbance, \( z \in \mathbb{R}^{n_z} \) is the performance output, and \( \theta \in \mathbb{R}^{p} \) is the vector of premise variables. The constant matrices \( A_i, B_i^u, B_i^w, C_i, i \in \Omega_r \), are of appropriate dimensions and \( r \) is the number of model rules. It is worth noting that the normalized membership functions \( \eta_i(\theta), i \in \Omega_r \), satisfy the convex sum property defined in (1). The standard input saturation is defined by

\[
    \text{sat}(u(l)) = \text{sign}(u(l)) \min(\|u(l)\|, u_{max}(l)), \quad l \in \Omega_{n_u}
\]

where the control bounds \( u_{max}(l) > 0 \) are given. The disturbance signal \( w \) in (11) is bounded in amplitude, i.e. it belongs to the following class of function:

\[
    \mathcal{W}_\phi^\infty = \left\{ w : \mathbb{R}^+ \rightarrow \mathbb{R}^{n_w}, \quad w(\kappa)^\top w(\kappa) \leq \phi, \kappa \geq 0 \right\}
\]

for some \( \phi > 0 \).

For the control design of the T-S fuzzy system (11), let us consider the non-parallel distributed compensation (non-PDC) control law of the form

\[
    u(\kappa) = \left( \sum_{i=1}^{r} \eta_i(\theta) G_i \right) \left( \sum_{i=1}^{r} \eta_i(\theta) H_i \right)^{-1} x(\kappa)
\]

(12)

where \( H_i, i \in \Omega_r \), are nonsingular matrices. Using the notations defined in (2), the closed-loop system can be rewritten from (11) and (12) as follows:

\[
\begin{align*}
    x(\kappa + 1) &= \left( A_\theta + B_\theta^u G_\theta H_\theta^{-1} \right) x(\kappa) - B_\theta^w \Psi(u(\kappa)) + B_\theta^w w(\kappa) \\
    z(\kappa) &= C_\theta x(\kappa)
\end{align*}
\]

(13)

where \( \Psi(u) = u - \text{sat}(u) \).

The control goal is to propose a constructive LMI-based method to design a non-PDC controller of the form (12) such that the closed-loop system (13) satisfies the following properties.
Property 1 (Local internal stability). There exists a positive definite function 
\( V(x(\kappa)) = x(\kappa)^T \sum_{i=1}^{n} \eta_i(\theta) P_i x(\kappa) \) and its associate set \( \mathcal{E}_V \) such that all closed-loop trajectories starting from \( \mathcal{E}_V \) converge exponentially to the origin in the absence of disturbances, i.e. \( w = 0 \).

Property 2 (Input-to-state stability and disturbance attenuation). If \( w \neq 0 \) and \( w \in W^\infty_\phi \) for some \( \phi > 0 \), then all closed-loop trajectories of (13) initialized inside \( \mathcal{E}_V \) will be confined in this set. Moreover, there exists a positive scalar \( \gamma \) such that the \( L^\infty \)-norm of the performance output signal \( z \) is bounded by
\[
\|z(\kappa)\|_\infty^2 \leq \gamma, \ x(0) = 0, \ \forall \kappa \geq 0.
\]

3.2. Preliminaries

In the sequel, some useful preliminaries for the control design are presented.

Fact 1. Given positive definite matrix \( \Phi \), the following matrix inequality holds for any matrix \( M \) of appropriate dimension:
\[
M^T \Phi M \geq M + M^T - \Phi^{-1}
\]  
\[(14)\]

Proof. Since \( \Phi > 0 \), it is clear that
\[
(M - \Phi^{-1})^T \Phi (M - \Phi^{-1}) \geq 0
\]  
\[(15)\]
for any matrix \( M \) of appropriate dimension. Then, the inequality (14) follows directly by developing (15).

Lemma 1. Consider matrices \( G_i \in \mathbb{R}^{n_u \times n_x} \), \( H_i \in \mathbb{R}^{n_x \times n_x} \) and \( W_i \in \mathbb{R}^{n_u \times n_x} \), for \( i \in \Omega_r \), we define the following set:
\[
\mathcal{P}_u = \left\{ x \in \mathbb{R}^{n_x} : \left| (G_{\theta} H_{\theta}^{-1} - W_{\theta} H_{\theta}^{-1}) (l) x \right| \leq u_{max(l)}, \ l \in \Omega_{n_u} \right\}
\]  
\[(16)\]
If \( x \in \mathcal{P}_u \), then the following inequality on the dead-zone nonlinearity \( \Psi(u) \), where \( u \) is defined in (12):
\[
\Psi(u)^T S_{\theta}^{-1} \left[ \Psi(u) - W_{\theta} H_{\theta}^{-1} x \right] \leq 0
\]  
\[(17)\]
holds for any positive diagonal matrices \( S_i \in \mathbb{R}^{n_u \times n_u} \), and for any scalar functions \( \eta_i(\theta), i \in \Omega_r \), satisfying the convex sum property.
Proof. If \( x \in \mathcal{P}_u \), then it follows that

\[
-u_{\text{max}(l)} \leq (G_{\theta}H_{\theta}^{-1} - W_{\theta}H_{\theta}^{-1})(l)x \leq u_{\text{max}(l)}, \quad l \in \Omega_{nu} \tag{18}
\]

In order to prove Lemma 1, we have to show that

\[
\Psi(u(t))^\top \left( \sum_{i=1}^r \eta_i S_{i(t,l)} \right)^{-1} \left[ \Psi(u) - (W_{\theta}H_{\theta}^{-1})_l x \right] \leq 0, \quad l \in \Omega_{nu} \tag{19}
\]

where \( S_{i(l,i)} \), \( i \in \Omega_r \), \( l \in \Omega_{nu} \), denotes the diagonal element at the \( l \)th row and \( l \)th column of the matrix \( S_i \). To this end, three possible cases are distinguished according to the value of \( u(t) \).

- **Case 1:** If \(-u_{\text{max}(l)} \leq u(t) \leq u_{\text{max}(l)}\), it follows that \( \Psi(u(t)) = 0 \). Therefore, the relation (17) holds trivially.

- **Case 2:** If \( u(t) > u_{\text{max}(l)} \), then
  \[
  \Psi(u(t)) = u(t) - u_{\text{max}(l)} = (G_{\theta}H_{\theta}^{-1})(l)x - u_{\text{max}(l)} > 0 \tag{20}
  \]

  It follows from (18) that \( (G_{\theta}H_{\theta}^{-1} - W_{\theta}H_{\theta}^{-1})(l)x \leq u_{\text{max}(l)} \). Hence

  \[
  \Psi(u(t)) - (W_{\theta}H_{\theta}^{-1})(l)x = (G_{\theta}H_{\theta}^{-1} - W_{\theta}H_{\theta}^{-1})(l)x - u_{\text{max}(l)} \leq 0 \tag{21}
  \]

  Since \( \Psi(u(t)) > 0 \) in this case, then the inequality (19) holds.

- **Case 3:** If \( u(t) < -u_{\text{max}(l)} \), then
  \[
  \Psi(u(t)) = u(t) + u_{\text{max}(l)} = (G_{\theta}H_{\theta}^{-1})(l)x + u_{\text{max}(l)} < 0 \tag{22}
  \]

  From (18), we have that \( (G_{\theta}H_{\theta}^{-1} - W_{\theta}H_{\theta}^{-1})(l)x \geq -u_{\text{max}(l)} \). Hence

  \[
  \Psi(u(t)) - (W_{\theta}H_{\theta}^{-1})(l)x = (G_{\theta}H_{\theta}^{-1} - W_{\theta}H_{\theta}^{-1})(l)x + u_{\text{max}(l)} \geq 0 \tag{23}
  \]

  Combining the fact that \( \Psi(u(t)) < 0 \) in this case with the inequality (23), it follows that (19) holds.

From the above three cases, the proof of Lemma 1 can be concluded. \( \square \)

**Lemma 2.** Let \( \mathcal{T}^{k}_{ij} \), \( i, j, k \in \Omega_r \), be symmetric matrices of appropriate dimensions and \( \{ \nu_k \}_{k \in \Omega_r}, \{ \omega_i \}_{i \in \Omega_r} \), be any family of scalar functions satisfying the property of convex sum. The condition \( \sum_{k=1}^r \sum_{i=1}^r \sum_{j=1}^r \nu_k \omega_i \omega_j \mathcal{T}^{k}_{ij} < 0 \) holds if

\[
\begin{align*}
&\left\{ \begin{array}{l}
\mathcal{T}^{k}_{ii} < 0, \quad i, k \in \Omega_r \\
\frac{2}{r-1} \mathcal{T}^{k}_{ii} + \mathcal{T}^{k}_{ij} + \mathcal{T}^{k}_{ji} < 0, \quad i, j, k \in \Omega_r, \text{ and } i \neq j
\end{array} \right.
\end{align*} \tag{24}
\]
Lemma 2 is directly extended from the relaxation result in [32, Theorem 2.2]. Other more efficient relaxation techniques can be found in [23] at the expense of high computational costs due to additional slack variables.

### 3.3. LMI-based Controller Computation for Constrained T-S Fuzzy Systems

The following theorem provides conditions to design a non-PDC controller (12) for the input-saturated T-S system (11).

**Theorem 1.** Given the T-S fuzzy system (11) where \( w \in \mathcal{W}_\phi^\infty \) for some \( \phi > 0 \) and a positive scalar \( \tau_1 < 1 \). If there exist positive definite matrices \( X_i \in \mathbb{R}^{n_x \times n_x} \), positive diagonal matrices \( S_i \in \mathbb{R}^{n_u \times n_u} \), matrices \( H_i \in \mathbb{R}^{n_x \times n_x} \), \( G_i \in \mathbb{R}^{n_u \times n_x} \), \( W_i \in \mathbb{R}^{n_u \times n_x} \) and positive scalars \( \gamma \), \( \tau_2 \) such that

\[
\begin{bmatrix}
H_i + H_i^T - X_i \\
G_i(l) - W_i(l)
\end{bmatrix} u_{\text{max}(l)}^* > 0, \quad i \in \Omega_r, \ l \in \Omega_{n_u}
\]

\[
\tau_1 - \tau_2 \phi > 0
\]

\[
\begin{bmatrix}
H_i + H_i^T - X_i \\
C_j H_i
\end{bmatrix} \gamma I \geq 0, \quad i, j \in \Omega_r
\]

\[
\Phi_{ij}^k < 0, \quad i, k \in \Omega_r
\]

\[
\frac{2}{r-1} \Phi_{ii}^k + \Phi_{ij}^k + \Phi_{ji}^k < 0, \quad i, j, k \in \Omega_r, \text{ and } i \neq j
\]

where

\[
\Phi_{ij}^k = \begin{bmatrix}
(\tau_1 - 1)(H_i + H_i^T - X_i) & * & * & * \\
W_i & -2S_i & * & * \\
0 & 0 & -\tau_2 I & * \\
A_j H_i + B_j^u G_i & -B_j^u S_i & B_j^w & -X_{\theta+k}
\end{bmatrix}
\]

(30)

Then, the non-PDC controller (12) solves the control problem in Section 3.1.

**Proof.** Note that if (25) is verified, then it follows that \( H_\theta + H_\theta^T - X_\theta > 0 \). Then, the weighting matrix \( H_\theta \) is **nonsingular** since \( X_\theta > 0 \). This guarantees the existence of the inverse matrix \( H_\theta^{-1} \).

By the relaxation result in Lemma 2 with

\[
\nu_k = \eta_k(\theta(k + 1)), \quad \omega_i = \eta_i(\theta(k)), \quad i, k \in \Omega_r,
\]

we can deduce from (28)-(29) with \( \Phi_{ij}^k \) defined in (30) that

\[
\begin{bmatrix}
(\tau_1 - 1)(H_\theta + H_\theta^T - X_\theta) & * & * & * \\
W_\theta & -2S_\theta & * & * \\
0 & 0 & -\tau_2 I & * \\
A_\theta H_\theta + B_\theta^u G_\theta & -B_\theta^u S_\theta & B_\theta^w & -X_{\theta+k}
\end{bmatrix} < 0
\]

(31)
Using the matrix property (14) of Fact 1 with \( M = H_\theta \) and \( \Phi = X_\theta^{-1} = P_\theta \), the inequality (31) implies clearly that

\[
\begin{bmatrix}
(\tau_1 - 1)H_\theta^T P_\theta H_\theta & * & * & * \\
W_\theta & -2S_\theta & * & * \\
0 & 0 & -\tau_2 I & * \\
A_\theta H_\theta + B^u_\theta G_\theta & -B^i_\theta S_\theta & B^w_\theta & -X_{\theta+}
\end{bmatrix}
< 0
\] (32)

Pre- and post-multiplying (32) with \( \text{diag}(H_\theta^{-1}, S_\theta^{-1}, I, I) \) yields

\[
\begin{bmatrix}
(\tau_1 - 1)P_\theta & * & * & * \\
S_\theta^{-1} W_\theta H_\theta^{-1} & -2S_\theta^{-1} & * & * \\
0 & 0 & -\tau_2 I & * \\
A_\theta + B^u_\theta G_\theta H_\theta^{-1} & -B^i_\theta & B^w_\theta & -X_{\theta+}
\end{bmatrix}
< 0
\] (33)

By the well-known Schur complement lemma [33], we can prove that the inequality (33) is equivalent to

\[
\Xi^T P_{\theta+} \Xi + \begin{bmatrix}
(\tau_1 - 1)P_\theta & * & * & * \\
S_\theta^{-1} W_\theta H_\theta^{-1} & -2S_\theta^{-1} & * & * \\
0 & 0 & -\tau_2 I & * \\
A_\theta + B^u_\theta G_\theta H_\theta^{-1} & -B^i_\theta & B^w_\theta & -X_{\theta+}
\end{bmatrix}
< 0
\] (34)

where \( \Xi = [A_\theta + B^u_\theta G_\theta H_\theta^{-1} - B^i_\theta B^w_\theta] \) and \( P_{\theta+} = X_{\theta+}^{-1} \). Pre- and post-multiplying (34) by the vector \([x(\kappa)\top \Psi(u(\kappa))\top w(\kappa)\top] \) and its transpose leads to the following inequality after some simple manipulations:

\[
\mathbb{V}(x(\kappa + 1)) + (\tau_1 - 1)\mathbb{V}(x(\kappa)) - \tau_2 w(\kappa)\top w(\kappa)
\]

\[
- 2\Psi(u)\top S_\theta^{-1} [\Psi(u) - W_\theta H_\theta^{-1} x(\kappa)] < 0
\] (35)

where the positive definite function \( \mathbb{V}(x(\kappa)) \) is defined as follows:

\[
\mathbb{V}(x(\kappa)) = x(\kappa)\top \sum_{i=1}^n \eta_i(\theta) P_i x(\kappa) = x(\kappa)\top P_\theta x(\kappa)
\] (36)

Using Schur complement lemma and the matrix property in (14), it can be deduced from (25) that

\[
H_\theta^T P_\theta H_\theta - \frac{(G_{\theta(l)} - W_{\theta(l)})\top (G_{\theta(l)} - W_{\theta(l)})}{u_{\text{max}(l)}} \geq 0
\] (37)

Pre- and post-multiplying (37) with \( H_\theta^{-T} \), then it is easily proved that (37) implies \( \mathcal{E}_\mathbb{V} \subseteq \mathcal{P}_u \). Since \( \mathcal{E}_\mathbb{V} \subseteq \mathcal{P}_u \), by Lemma 1 it follows from (35) that

\[
\mathbb{V}(x(\kappa + 1)) + (\tau_1 - 1)\mathbb{V}(x(\kappa)) - \tau_2 w(\kappa)\top w(\kappa) < 0, \quad \forall x \in \mathcal{E}_\mathbb{V}
\] (38)

Let us define \( \Delta \mathbb{V} = \mathbb{V}(x(\kappa + 1)) - \mathbb{V}(x(\kappa)) \), the following cases are distinguished.
• If $w = 0$, it can be deduced from (38) that
\[
\Delta V < -\tau_1 V(x(\kappa)), \quad \forall x \in \mathcal{E}_V
\]
which means that all closed-loop trajectories stating from the set $\mathcal{E}_V$ converge asymptotically to the origin with a decay rate less than $\tau_1/2$.

• If $w \neq 0$ and $w \in \mathcal{W}_\infty^\phi$, the satisfaction of (26) and (38) implies that
\[
\Delta V + \tau_1 (V(x(\kappa)) - 1) + \tau_2 \left( \phi - w(\kappa)^T w(\kappa) \right) < 0, \quad \forall x \in \mathcal{E}_V
\]
The condition (40), in turn, guarantees that the set $\mathcal{E}_V$ is robustly positively invariant [34] with respect to the closed-loop system (13). Moreover, it follows from the condition (27) that
\[
\begin{bmatrix}
P_\theta & C_\theta^T \\
C_\theta & \gamma I
\end{bmatrix} \succeq 0
\]
Applying Schur complement lemma to (41), we can prove that
\[
z^T z = x^T C_\theta^T C_\theta x \leq \gamma x^T P_\theta x \leq \gamma, \quad \forall x \in \mathcal{E}_V
\]
which means that the $L_\infty$-norm of the output signal $z$ is bounded: $\|z\|_\infty^2 \leq \gamma$.

The proof of Theorem 1 can be now concluded.

Remark 1. The design conditions in Theorem 1 are based on the choice of the fuzzy Lyapunov function (36). This type of Lyapunov functions allows reducing effectively the design conservatism compared to the common quadratic Lyapunov function $V(x(\kappa)) = x(\kappa)^T P x(\kappa)$. Indeed, the latter is simply a special case of (36) by imposing $P_i = P$, $i \in \Omega_r$. Note that the proposed method can be easily generalized by using more complex fuzzy Lyapunov functions [16] to reduce further the conservatism at the expense of computational cost.

Remark 2. The design conditions presented in Theorem 1 are strictly expressed in terms of linear matrix inequalities which can be effectively solved with available numerical solvers [33]. In this work, the feedback gains $G_i, H_i, i \in \Omega_r$ in (12) are computed with SeDuMi solver and YALMIP toolbox [35].

Remark 3. The decay rate $\tau_1$ in Property 2 is related to the time performance of the closed-loop system [20]. A large value of this tuning parameter leads to a fast convergence time; however the corresponding controller could induce some aggressive closed-loop behaviors. Especially, this situation can get worst if the disturbance signals are directly involved in the system dynamics, for example the lateral wind force and the road curvature in the case of the road-vehicle system (9).
3.4. Comparison Study between Different Control Methods

By means of an academic example, we study here the design conservatism and the numerical complexity of the proposed method compared to the work in [18] dealing with a similar control problem, i.e. constrained T-S fuzzy systems subject to actuator saturation and $L_\infty$ disturbances.

Example 1. Let us consider the constrained T-S fuzzy system (11) with the following system data [18, 36]:

\[
A_1 = \begin{bmatrix} 1 & -\beta \\ -1 & -0.5 \end{bmatrix}, \quad B_{1u} = \begin{bmatrix} 5 + \beta \\ 2\beta \end{bmatrix}, \quad B_{1w} = \begin{bmatrix} \beta/2 \\ 0 \end{bmatrix}, \quad C_1 = [1 \ 0]
\]

\[
A_2 = \begin{bmatrix} 1 & \beta \\ -1 & -0.5 \end{bmatrix}, \quad B_{2u} = \begin{bmatrix} 5 - \beta \\ -2\beta \end{bmatrix}, \quad B_{2w} = \begin{bmatrix} -\beta/2 \\ 0 \end{bmatrix}, \quad C_2 = [1 \ 0]
\]

(43)

where $\beta > 0$ and $u_{\text{max}} = 1$. It is also assumed that the T-S fuzzy system (43) is subject to the amplitude-bounded disturbance $w(\kappa) = 0.5 \sin(\kappa)$.

Note that the computational complexity of an LMI optimization problem can be estimated as being proportional to $N_{\text{var}}^3 N_{\text{row}}$, where $N_{\text{var}}$ is the total number of scalar decision variables and $N_{\text{row}}$ the total row size of the LMIs. These numbers for two different control methods are given as follows.

- For the design conditions of Theorem 1:

\[
N_{\text{row}} = 2 + r n_u (n_x + 1) + r^3 (2n_x + n_u + n_w + n_z)
\]

\[
N_{\text{var}} = 2 + r n_x (n_x + 2n_u) + n_x (n_x + 1)/2 + n_u (n_u + 1)/2
\]

(44)

- For the design conditions of Theorem 2 in [18]:

\[
N_{\text{row}} = r^2 (2n_x + n_w) (2 + 3r(r - 1)/2 + (r(r - 1)/2)^2)
\]

\[
+ 2r (3n_x + n_u + n_w) + r^2 (r - 1)(3n_x + n_u + n_w)/2
\]

\[
N_{\text{var}} = 1 + n_x (n_x + 1)/2 + n_u (n_u + 1)/2 + n_x (n_x + n_u)
\]

\[
+ r^2 (r^2 + (n_x + n_u)^2 + n_x (n_x + 1)/2 + (2n_x + n_w)^2)
\]

\[
+ r^4 (2n_x + n_w)^2
\]

(45)

Table 2 shows the maximal $\beta$, denoted by $\beta^*$, for which a stabilizing controller can be designed from two different methods and also the numbers characterizing the complexity of these methods. Observe that the new method provides not only less conservative results but also much lower computational cost. Compared to (44), it can be seen from (45) that the computational complexity of the method in [18] becomes excessively important with high dimensional T-S fuzzy systems and/or T-S fuzzy systems with important number of linear subsystems. This represents a major advantage of the proposed control method for real-world applications.
Table 2: Comparison between different design methods

<table>
<thead>
<tr>
<th>Design conditions</th>
<th>Theorem 1</th>
<th>Theorem 2 in [18]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta^* )</td>
<td>1.68</td>
<td>1.55</td>
</tr>
<tr>
<td>( N_{\text{low}} )</td>
<td>56</td>
<td>168</td>
</tr>
<tr>
<td>( N_{\text{var}} )</td>
<td>25</td>
<td>581</td>
</tr>
</tbody>
</table>

4. Automatic Steering Control of Autonomous Vehicle

This section first presents the application of Theorem 1 to the lane keeping control of the autonomous vehicle described in Section 2. Then, simulation results are given to show the effectiveness of the new control method.

4.1. T-S Fuzzy Modeling for Vehicle System

For the control design, let us define the performance output of the vehicle system (9). This variable should represent both lane keeping and driving comfort

\[ z = \begin{bmatrix} a_y & \psi_L & y_L \end{bmatrix}^T \] (46)

Note that the lane keeping performance is represented by the heading error \( \psi_L \) and the lateral deviation error \( y_L \). The driving comfort is represented by the lateral acceleration \( a_y \cong v_x r \). Note also that all components of \( z \) can be expressed by those of the state \( x \) in (9) as follows:

\[ z = Cx = \begin{bmatrix} 0 & v_x & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} x \] (47)

We note also that the matrices \( A, B_w \) in (9)-(10) and \( C \) in (47) depend nonlinearily on the vehicle speed which is measured and bounded

\[ v_x, \quad 1/v_x, \quad 1/v_x^2, \quad v_{\text{min}} \leq v_x \leq v_{\text{max}} \] (48)

where \( v_{\text{min}} = 8 \,[\text{m/s}] \) and \( v_{\text{max}} = 30 \,[\text{m/s}] \). Hence, a natural choice of premise variables to derive the T-S fuzzy representation (11) of vehicle model \( \Sigma_v \) would be \( \theta_s = [v_x \, 1/v_x \, 1/v_x^2]^T \in \mathbb{R}^3 \). Using the sector nonlinearity approach [20], this choice leads to an exact T-S fuzzy model of (9) with \( 2^3 = 8 \) linear subsystems. However, this vehicle T-S model would be too expensive in terms of numerical computation for control design, and especially for real-time implementation. In this work, we make use of the well-known Taylor’s approximation (first order)
to exploit the strong relationship between $v_x$, $1/v_x$ and $1/v_x^2$. Therefore, the numerical complexity of the proposed control method can be significantly reduced. Concretely, one has

$$\frac{1}{v_x} = \frac{1}{v_0} + \frac{1}{v_1} \Delta_x, \quad v_x \approx v_0 \left( 1 - \frac{v_0}{v_1} \Delta_x \right), \quad \frac{1}{v_x^2} \approx \frac{1}{v_0^2} \left( 1 + 2\frac{v_0}{v_1} \Delta_x \right)$$

$$\Delta_{\min} \leq \Delta_x \leq \Delta_{\max}, \quad \Delta_{\min} = -1, \quad \Delta_{\max} = 1$$

where the measured parameter $\Delta_x$ is used to describe the variation of $v_x$ between its lower and upper bounds. The two constants $v_0$ and $v_1$ in (49) are given by

$$v_0 = \frac{2v_{\min} v_{\max}}{v_{\min} + v_{\max}}, \quad v_1 = \frac{2v_{\min} v_{\max}}{v_{\min} - v_{\max}}.$$ 

Replacing (49) into (9), we obtain a vehicle model $\Sigma_v(\Delta_x)$ where the matrices $A$ and $B_w$ in (10) depend now exclusively on the time-varying parameter $\Delta_x$. Choosing $\theta = \Delta_x \in \mathbb{R}$ as new premise variable and using the sector non-linearity approach, the T-S fuzzy model (11) of this vehicle model has only 2 linear subsystems whose matrices are given by

$$\Sigma_{v1} : A(\Delta_{\min}), \quad B_u(\Delta_{\min}), \quad B_w(\Delta_{\min})$$

$$\Sigma_{v2} : A(\Delta_{\max}), \quad B_u(\Delta_{\max}), \quad B_w(\Delta_{\max})$$

where the expressions of $A$, $B_u$ and $B_w$ are given in (10). The two corresponding membership functions of this T-S fuzzy model are defined as follows:

$$\eta_1(\Delta_x) = \frac{1 - \Delta_x}{2}, \quad \eta_2(\Delta_x) = 1 - \eta_1(\Delta_x).$$

As stated in Section 1, the actuator saturation of the steering system should be explicitly taken into account in the design procedure to prevent the loss of closed-loop stability during some specific driving scenarios. Here, the constraint on the control input is $u_{\max} = 10$ [deg]. This input constraint is the limitation of the steering angle imposed to the studied autonomous vehicle. We can now design the vehicle steering control actions by solving the LMI conditions of Theorem 1.
Some obtained numerical results are given as follows:

\[
G_1 = \begin{bmatrix}
-0.025 & -0.387 & -0.027 & -0.080 \\
-0.023 & -0.491 & -0.022 & -0.054 \\
0.082 & -0.114 & -0.030 & -0.143 \\
-0.089 & 2.608 & -0.137 & -0.488 \\
-0.031 & -0.129 & 0.052 & 0.120 \\
-0.144 & -0.438 & 0.119 & 0.495 \\
\end{bmatrix},
\]

\[
G_2 = \begin{bmatrix}
0.067 & -0.035 & -0.029 & -0.135 \\
-0.039 & 1.614 & -0.107 & -0.386 \\
-0.029 & -0.108 & 0.051 & 0.113 \\
-0.139 & -0.392 & 0.113 & 0.489 \\
\end{bmatrix},
\]

\[
H_1 = \begin{bmatrix}
79.729 & 8.922 & -5.911 & 32.048 \\
8.922 & 1.639 & -0.116 & 3.991 \\
-5.911 & -0.116 & 43.217 & -12.299 \\
32.048 & 3.991 & -12.299 & 17.757 \\
\end{bmatrix},
\]

\[
H_2 = \begin{bmatrix}
92.599 & 10.740 & -3.234 & 35.347 \\
10.740 & 2.032 & 0.165 & 4.587 \\
-3.234 & 0.165 & 42.078 & -10.911 \\
35.347 & 4.587 & -10.911 & 18.360 \\
\end{bmatrix},
\]

and the corresponding Lyapunov matrices are

\[
P_1 = \begin{bmatrix}
79.729 & 8.922 & -5.911 & 32.048 \\
8.922 & 1.639 & -0.116 & 3.991 \\
-5.911 & -0.116 & 43.217 & -12.299 \\
32.048 & 3.991 & -12.299 & 17.757 \\
\end{bmatrix},
\]

\[
P_2 = \begin{bmatrix}
92.599 & 10.740 & -3.234 & 35.347 \\
10.740 & 2.032 & 0.165 & 4.587 \\
-3.234 & 0.165 & 42.078 & -10.911 \\
35.347 & 4.587 & -10.911 & 18.360 \\
\end{bmatrix},
\]

Note that two Lyapunov matrices are significantly different which justifies \textit{a posteriori} the interest of the non-quadratic Lyapunov function (36) for the proposed T-S fuzzy control method.

4.2. Simulation Results

For the following numerical simulations, the designed non-PDC controller is tested with the road-vehicle model presented in Section 2. 

4.2.1. Scenario 1: Control input saturation

We assume that the vehicle system is not \textit{well initialized} where its initial state \( x_0 = \begin{bmatrix} 0 & 0 & 0.25 & 0.5 \end{bmatrix} \) does not correspond to the system origin, i.e. the lane centreline. The vehicle responses in this case are indicated in Figure 2. It can be clearly observed that despite an important level of actuator saturation at the beginning of the simulation, all vehicle state variables converge to the origin.

Note that the non-PDC controller proposed in [36] cannot provide a stable closed-loop behaviors for the studied autonomous vehicle under the same simulation conditions as shown in Figure 3. Indeed, since the input constraint was not
explicitly considered in the control procedure with the design conditions in [36], therefore the obtained fuzzy controller cannot provide any guarantee on the stability of the vehicle in case of important actuator saturation. For the following driving test scenarios, the vehicle will be initialized at the lane centreline.

4.2.2. Scenario 2: Lane keeping performance

This scenario aims to show the lane-keeping performance of the proposed controller in the case where the road is composed by several sections with different
levels of curvature. To this end, we use the digital database of the Satory test track near Paris, France [37] for simulation purposes, see Figure 4 (left). The corresponding road curvature and vehicle speed are respectively depicted in Figure 4 (right). As can be observed, the vehicle speed for this test strongly varies within its range $v_x \in [8, 30]$. This clearly justifies the interest of the proposed T-S fuzzy model-based control method.

![Figure 4: Vehicle trajectory performed by the automatic lane-keeping controller (left). Digital database corresponding to the test track of Scenario 2 (right).](image)

Observe in Figure 4 (left) that the proposed T-S fuzzy controller is able to guarantee a good lane keeping performance for the studied autonomous vehicle. This is also confirmed by the fact that the variables representing lane keeping errors are relatively small and strictly remain within their practical domain of variation during the whole simulation test as indicated in Figure 5.

5. Experimental Results

To further examine the practical performance of the designed controller, a series of experiments are implemented on the advanced SHERPA dynamic simulator, see Figure 6. This simulator is in the form of a Peugeot 206 vehicle fixed on a Stewart platform, the whole is positioned in front of five flat panel displays providing a visual field of $240^\circ$. Based on a distributed computing architecture, this complex simulator is structured around a SCAnEr network connecting fifteen PC-type workstations. The whole software of the SHERPA simulator is developed
Figure 5: Simulation results of Scenario 2: steering control actions and vehicle responses.

with RTMaps environment composed by several modules which are in charge of different tasks: perception, planning, human-machine interface.

Figure 6: SHERPA interactive dynamic driving simulator (left). Data acquisition system (right).
5.1. Scenario 3: Rejection of wind disturbance

For this scenario, the vehicle speed is fixed at $v_x = 15$ [m/s] and the vehicle dynamics is affected by an important lateral wind force for a duration of $5$ s as shown in Figure 7. The vehicle variables are therefore perturbed. However, the proposed T-S fuzzy controller is able to reject effectively the disturbance effect and all states converge to the origin at the end of the test scenario. Moreover, we can see also from Figure 7 that state variables representing the vehicle performance, namely sideslip angle $\beta$, vehicle yaw rate $r$, heading error $\psi_L$, and lateral deviation error $y_L$ are very small under the effect of the strong wind force. This also illustrates the performance of the proposed controller.

![Figure 7: Control performance in terms of lateral wind force attenuation.](image)

5.2. Scenario 4: Vehicle stability performance with ISO chicane test

The normalized chicane test is widely employed to verify the stability performance of autonomous vehicles in an extreme driving situation. This corresponds to an obstacle avoidance scenario as indicated in Figure 8. For this experiment, the vehicle speed is fixed as $v_x = 10$ [m/s]. The lateral trajectory performed with the proposed non-PDC controller and the steering control signal corresponds to this scenario are respectively shown in Figures 9 (a) and (d). As indicated in Figures 9 (b), (c), (e) and (f), the studied autonomous vehicle is perfectly able to perform the
Figures 8 and 9 illustrate the ISO chicane test for vehicle stability evaluation with the designed controller. All variables representing the lane following performance of the vehicle are relatively small during the entire test, indicating that the autonomous vehicle always remains within the predefined lane.

Figure 10 shows the lateral trajectory performed with the proposed non-PDC controller, the steering control angle, and the response of the autonomous vehicle. Despite a large variation in vehicle speed, the lane keeping performance is maintained as shown in Figure 11.

5.3. Scenario 5: Lane keeping with the complete Satory test track

This experiment aims to demonstrate the lane keeping performance of the proposed T-S fuzzy controller during the entire Satory test track. Figures 10 (b), (c), and (d) display the road curvature of the Satory test track, the vehicle speed for this test, and the designed steering control signal. Even with a large variation in vehicle speed, the proposed non-PDC controller effectively maintains lane keeping performance as observed in Figure 11.
controller guarantees a good control performance for the whole test with small lane keeping errors. In particular, for the first four curves although the vehicle speed is different between Scenarios 2 and 5, the vehicle responses (steering angle and vehicle variables) obtained for both cases are rather similar. This fact demonstrates not only the advantage of considering the speed variation into the control design procedure but also the strong usefulness of numerical simulations.

![Figure 10: Satory track and lane keeping test condition.](image)

6. Concluding Remarks

A new LMI-based control method for the automatic lane keeping of autonomous vehicles subject to actuator saturation has been proposed. The vehicle system is approximated by means of T-S fuzzy modeling to deal with a large variation range of vehicle speed. This method relies on the use of a fuzzy Lyapunov function to reduce the conservatism of the results. Moreover, two specific realizations have been proposed to ease the real-time control implementation: (1) Taylor’s approximation method is used to reduce the model complexity, (2) the control design of an input-saturated non-PDC controller has been directly synthesized in discrete-time domain. Extensive validation with both numerical simulations and experimental tests has been carried out to verify the practical performance of the proposed control method. Future works focus on exploiting the proposed design method for the control issues of semi-autonomous vehicles. To this end, the human driver behaviors should be integrated into the control design procedure [37].

23
Figure 11: Automatic lane keeping performance during the whole Satory test track.
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