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a b s t r a c t

In recent years, designing “energy-aware manufacturing scheduling and control systems” has become
more and more complex due to the increasing volatility and unpredictability of energy availability,
supply and cost, and thus requires the integration of highly reactive behavior in control laws. The aim of
this paper is to propose a Potential Fields-based flexible manufacturing control system that can dyna-
mically allocate and route products to production resources to minimize the total production time. This
control system simultaneously optimizes resource energy consumption by limiting energy wastage
through the real-time control of resource states, and by dynamically controlling the overall power
consumption taking the limited availability of energy into consideration. The Potential Fields-based
control model was proposed in two stages. First, a mechanism was proposed to switch resources on/off
reactively depending on the situation of the flexible manufacturing system (FMS) to reduce energy
wastage. Second, while minimizing wastage, overall power consumption control was introduced in order
to remain under a dynamically determined energy threshold. The effectiveness of the control model was
studied in simulation with several scenarios for reducing energy wastage and controlling overall con-
sumption. Experiments were then performed in a real FMS to prove the feasibility of the model. The
superiority of the proposition is its high reactivity to manage production in real-time despite unexpected
restrictions in the amount of energy available. After providing the limitations of the work, the conclu-
sions and prospects are presented.
1. Introduction

It is estimated that industrial power consumption worldwide will
increase by 40 percent between 2006 and 2030 (Energy Information
Administration, 2009), while power supplies will decrease due to the
decline in fossil fuel-based energy sources (Chefurka, 2008). The man-
ufacturing sector, which accounts for the biggest share of power con-
sumption (33%) and greenhouse gases (38%), will have to cope with
growing energy costs, the uncertainty related to renewable energy, new
legislation regarding energy efficiency, and customers looking for sus-
tainable production (Jänicke, 2008; Taylor, d’Ortigue, Francoeur, & Tru-
deau, 2010). That is why one of the IMS2020 project roadmaps
(IMS2020, 2013) focuses on energy as one of the main concerns in
manufacturing, the key area of Energy Efficient Manufacturing being to
reduce the carbon footprint of manufacturing in the future.

There are many ways to design Energy Efficient Manufacturing
systems since energy, typically electrical energy, can be considered
in different stages of a product’s life cycle, namely procurement,
.fr (T. Berger).
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production, distribution and afterlife (Sarkis & Rasheed, 1995). This
paper focuses on the production stage in manufacturing systems
that play a vital role in the global economy, but have a significant
environmental burden (Duflou et al., 2012). As outlined in
(Pach, Berger, Sallez, Adam & Trentesaux, 2013a), during the pro-
duction stage, different solutions can be studied to reach the de-
sired sustainability: resources or processes can be substituted with
less consuming ones; resource optimization can be enhanced;
processes can be fine-tuned and external energy-saving devices
can be added to the system.

The first possibility is to substitute processes or resources with less
consuming ones. Regarding processes, (He, Liu, Zhang, Gao & Liu,
2012) show that using alternative process schemes for two jobs can
greatly affect energy-optimizing scheduling. (Zein, 2013) presents
current work on machine tools to make them more efficient. The
problem with changing a process or resource is that first, it can imply
other modifications in the manufacturing system and second, it re-
quires heavy initial investment for the manufacturer (Bi & Wang,
2012). The second way to increase the sustainability of a manu-
facturing system is to adjust processes with regard to power con-
sumption. Optimizing a process can greatly improve power con-
sumption (Dietmair & Verl, 2009; Ochoa George, Gutiérrez, Cogollos
rac.2015.08.003 1



Nomenclature

FMS notations

R is the set of resources r.
Qr is the queue size of resource r.
SRr is the set of services provided by resource r.
SRr,s is the service s provided by resource r.
P is the set of products p to be manufactured.
SPp is the set of services required by a product p.
SPp,s is the service s required by a product p.
Co t( ) is the consumption of all the resources at time t.
Coi r, is the consumption in state i of resource r, i ∈ [1, 4].
Co tr( ) is the consumption of resource r at time t.
Th t( ) is the energy threshold not to be exceeded at time t.
Cmax is the total production time for a set of products P to

be manufactured.

PF notations

tr s,α ( ) attractiveness of resource r for a service s.

Sr,s(t) is a binary value set to 1 if resource r is available for
service s at time t and set to 0 if the resource is
unavailable.

wi,j,r(t) is a binary value set to 1 if product j is waiting for its
service number i in the input queue of resource r at
time t, 0 otherwise.

zi,j,r(t) is a binary value set to 1 if service number i of product
j is currently in progress on resource r at time t,
0 otherwise.

tr d s, ,Φ ( ) PF propagated from resource r, for a service s, sensed
by any product at a decisional node d.

rμ denotes the magnitude that determines the range of
the PFs emitted by the resource r.

M tr d, ( ) denotes the mitigation of the PFs by the environment
(between resource r and node d).

r* the resource with the highest PF.
tp r s, ,β ( ) intention from product p for resource r and service s.

Z ti p, ( ) is a coefficient that depends on the current state of the
product.
Martínez & Vandecasteele, 2010). However, tuning the process implies
good knowledge of the resource and the possibility of changing its
parameters (e.g., speed, temperature). This can also lead to new pro-
blems, such as lower product quality or shorter resource lifespan. A
third way to improve the energy efficiency of a machine is to add
external devices to monitor or control power consumption (DMG,
2010). However, with these three technical solutions, the full potential
to increase energy efficiency is not exploited (Pechmann & Schöler,
2011). Significant energy savings are attainable, but these three
methods imply heavy investments for the necessary upgrades, refits
and overhauls (Newman, Nassehi, Imani-Asrai & Dhokia 2012).
Therefore, before investing in new machines or processes, or fine-
tuning processes and power consumption, manufacturers have to
consider: “Is my current manufacturing system used in the best pos-
sible way with regard to energy savings and restrictions?” This leads to
the last way of improving the energy efficiency of the system: opti-
mizing the scheduling and the control of existing resources by taking
power consumption into consideration with regard to a level of
available energy. In this way, resources and processes stay the same,
and changes are made to the manufacturing scheduling and control
system. The gain in energy can be significant (Devoldere, Dewulf,
Deprez, Willems & Duflou, 2007). This paper deals with designing
such energy-aware manufacturing scheduling and control systems.

In recent years, designing such “energy-aware manufacturing
scheduling and control systems” has become more and more complex
due to the increasing volatility and unpredictability of energy avail-
ability, supply and cost, and thus requires the integration of highly
reactive behavior in control laws (Ghadimi, Kara & Kornfeld, 2015). For
example, the carbon footprint is bigger during periods of peak load
(e.g. electricity peak load) due to the use of more expensive and less
clean sources (Prabhu, 2012). This can result in dynamic (i.e., real-
time) electricity pricing. It is also important to note that, with provi-
der–user energy supply agreements, exceeding the consumption de-
fined will result in significant penalties. Another factor that will result
in more unpredictable costs and availability, as well as volatile energy
supplies, is the increasing use of solar panels or wind turbines in the
energy grid. The evolution in the energy available has to be predicted,
but the price, the load and the consumption behavior implied may be
difficult to predict (Fan & Borlase, 2009; Ipakchi & Albuyeh, 2009).

In this context, the paper considers a specific but widespread kind of
manufacturing system: flexible manufacturing system (FMS), and pro-
poses a FMS control system that can reactively optimize and control the
DOI : 10.1016/j.conen
overall power consumption of the Flexible Manufacturing System, with
a variable and limited energy supply that is hard to predict.

Section 2 thus presents some studies dealing with power
consumption control in manufacturing systems and positions our
contribution. Section 3 formalizes the problem and Section 4
presents a reactive Potential Fields model to control the FMS tak-
ing energy into consideration. The FMS case study is presented in
Section 5. Section 6 reports the simulations performed for this
case study. Section 7 provides clues for the implementation of
concepts in this case and an experiment in real conditions. Section
8 presents the limitations of the approach proposed. Our conclu-
sions and prospects are presented in Section 9.
2. State of the art in energy-aware manufacturing scheduling
and control

Contributions found in the literature focusing on optimizing
the use of existing manufacturing resources by taking power
consumption into consideration with regard to a level of available
energy are two-fold. The first and most common are mathematical
programming oriented approaches. There are numerous studies
using Integer Linear Programming (Zhang, Li, Gao, Zhang & Wen,
2012), Mixed Integer Linear Programming (Bruzzone, Anghinolfi,
Paolucci & Tonelli, 2012; Fang, Uhan, Zhao & Sutherland, 2011a),
Fractional Mixed Integer Programming (Wang, Ding, Qiu, & Dong,
2011) or Mixed Integer Non‐Linear Programming (Vergnano et al.,
2010). The first problem tackled in the literature is peak power
consumption. Peak power consumption can cause huge peaks in
the energy grid and generate additional costs (Pechmann &
Schöler, 2011). (Babu & Ashok, 2008) tackled the problem using
mixed integer non-linear programming that reschedules the load
and minimizes the energy peak. The problem is also tackled in
(Bruzzone et al., 2012) with a two-step approach where a schedule
is created by an advanced planning and scheduling systemwithout
considering energy savings, and then refined using mixed integer
linear programming to control peak power consumption. The
second problem tackled is the reduction of the overall power
consumption of the manufacturing system. In (Zhang et al., 2012),
this is controlled with a linear programming-based scheduling
function. In (Vergnano et al., 2010), the problem is solved using
non-linear programming. (Fang, Uhan, Zhao & Suthedrland, 2011b)
gprac.2015.08.003 2



used multi-objective mixed integer programming to integrate both
peak power consumption and carbon footprint reduction. The
problem is that exact approaches like mathematical programming
are highly time-consuming, focus mainly on the static peak power
consumption. They do not consider the real-time control of overall
power consumption, thus they do not match the reactivity re-
quired in a dynamic and uncertain context (Marík & McFarlane,
2005), as stated in the introduction. The problem is indeed that, in
most manufacturing systems, the scheduling problem is NP-hard
(Mati & Xiaolan, 2003). Adding energy considerations to this
problem makes it even harder to solve and transforms the pro-
blem into a multi-objective problem. That is why (Fang et al.,
2011b) for example, advise using an approximated approach.

Thus, some researchers use heuristics (Vallada, Ruiz & Minella,
2008) and meta-heuristics (Voß, 2001) to solve the scheduling
problem instead. These methods focus on rapidly providing a good
solution instead of looking for the optimal solution. This greatly
reduces the resolution time and so makes these approaches more
reactive than exact ones, rendering them more suitable in the
context introduced where energy availability and costs will become
more and more unpredictable and highly variable. Genetic algo-
rithms are typical meta-heuristics that can be used in such a con-
text. For example, they have been used to optimize both energy
costs and production rates (Santos & Dourado, 1999) or power
consumption and Cmax (Dai, Tang, Giret & Salido, 2013). Other
methods are designed to dynamically integrate constraints and
perturbations, as well as to provide negligible resolution times in
comparison, for example, with average operating times. A typical
representative contribution looking at energy integration is pro-
posed by (Küster, Lützenberger, Freund & Albayrak 2012). In this
work, production optimization is based on an evolution strategy
that takes energy price predictions into consideration. In (Artigues,
Lopez & Haït, 2010), a two-step approach is proposed that uses
constraint programming first and then mixed integer linear pro-
gramming. However, despite the fact that the algorithms proposed
offer lower computational times because of the use of approxi-
mated approaches, experiments performed by these authors led us
to estimate that the problem is still difficult to solve in real time for
realistically sized problems with regard to the context presented.
Consequently, reactive approaches seem promising for the in-
tegration of power consumption and overall power limitation in
scheduling in the highly dynamic context described in the in-
troduction (Trentesaux & Prabhu, 2014). These approaches are
specific heuristics that only consider the present and do not involve
predictions of the future. For example, (Prabhu & Taisch, 2012) used
a powerful heuristic, called “distributed arrival time control”, to
control the power consumption of a single machine. More recently
in (Pach et al., 2013a; Pach, Berger, Sallez & Trentesaux, 2013b), the
overall power consumption of a whole manufacturing system was
reduced reactively using a Potential Fields (PF) model. The entities
in a PF model do not need prior knowledge of the system; they
sense online the necessary information propagated by the PFs. Al-
location and routing are only controlled according to the PF, and
there is no need for a priori scheduling or complex closed-loop
feedback. This work highlighted the interest of reactive approaches
and provided promising results. However, the problem is that this
work only concerned energy wastage and there was no control of
the overall power consumption in relation to the energy supply.

The work proposed in this paper aims to supplement the stu-
dies presented previously. Indeed, due to the uncertain context of
current FMS and the dynamic pricing of electricity as well as the
risk of unpredictable power restrictions, reactive handling of
electricity in scheduling seems very promising. This paper pro-
poses an extended PF model integrating a dynamic threshold to be
respected in order to adapt the scheduling to the energy price or
maximum availability in real time. This will be useful for the next
DOI : 10.1016/j.conengp
generation of manufacturing systems that must be designed and
controlled taking the context of high volatility of availability and
pricing of electrical energy into account. Before presenting our
approach, the next section presents the problem statement in
detail, including the assumptions on which our model relies.
3. Problem statement

As stated in the introduction, the manufacturing system stu-
died is a flexible manufacturing system. A FMS is defined (El-
Maraghy & Caggiano, 2014) as “ an integrated group of processing
CNC machines and material handling equipment under computer
control for the automatic processing of palletized parts. It is im-
plemented for the mid-volume, mid-variety production and re-
presents a compromise between the high flexibility of versatile job
shops and the high production rate of a dedicated mass production
system (e.g., transfer lines). It is capable of producing limited number
of preplanned part families and utilizes similarities between members
of a parts family using group technology”.

In this paper, the assumptions relevant to the kind of FMS
studied, including energy consumption and restrictions, are the
following (see the nomenclature for a complete list of the nota-
tions used in this paper):
1.
rac
The FMS is modeled as a set of resources R where each resource
r can perform at least one service s belonging to a set of ser-
vices SRr. SRr,s denotes the service s provided by resource r.
Services are non preemptive. They are required iteratively to
produce a set of products P requested by customers whose
orders arrive randomly in terms of type and quantity.
2.
 It is assumed that these resources are linked via a one-way trans-
portation system composed of convergent and divergent nodes.
Redundant (i.e., alternative) paths to reach resources may exist.
3.
 Products are conveyed by conveying systems (e.g., self-pro-
pelled shuttles) using this one-way transportation system. For
each of these products p, a set of services SPp must be itera-
tively provided by the resources. SPp,s denotes the service s
requested by a product p.
4.
 Each resource has a waiting queue Qr for the products to be
processed. The length of this queue is assumed to be limited.
5.
 Each resource has different states (e.g., standby, working⋯).
Coi r, , is a known constant that denotes the consumption (in
watts) of resource r in state i. Co tr( ) denotes the consumption of
a resource r at time t. The total consumption of the whole set of
FMS resources at time t is denoted Co t( ).
6.
 A global power consumption limit Th t( ), modeling a variable
amount of total available energy, set by the market or man-
agers, is defined. It can vary dynamically (in real-time) and
unpredictably.

The aim of the work can be stated as follows: to design an
energy-aware FMS scheduling and control system dynamically
allocating and routing products to production resources to obtain
services to minimize the total production time (completion time,
denoted Cmax). This control system must simultaneously optimize
resource energy consumption by limiting energy wastage through
the real-time control of resource states, and by dynamically con-
trolling overall power consumption taking, for example, limited
availability of energy into consideration.

In the remainder of this paper, a Potential Fields-based mod-
eling approach is proposed. Section 4 is organized as follows:
1.
 Section 4.1 presents the concept of Potential Fields and pro-
vides justifications,
1.
 In Section 4.2, the original Potential Fields model (not taking
.2015.08.003 3



energy into account) for dynamic FMS manufacturing sche-
duling and control is presented briefly,
2.
 Section 4.3 contains the first adaptation of the initial model to
reduce energy wastage,
3.
 Section 4.4 contains the second adaptation of the model with
the integration of the dynamic control of overall power
consumption.
4. A Potential Fields model to dynamically control overall
power consumption

4.1. Concept of Potential Fields

The proposed control approach is based on the concept of Potential
Fields. The concept of PF is traditionally used to influence the reactive
behavior of mobile entities, seen as particles, in a changing environ-
ment subjected to uncertainties (Kim, Wang & Shin, 2006). The first
applications were related to the navigation of mobile robots (Khatib,
1986), where attractive PFs attract the robots to the desired destina-
tions. In previous studies, our team used PFs and implemented at-
tractive fields in a real FMS to simultaneously and dynamically allocate
resources and route products towards these resources (Pach, Bekrar,
Zbib, Sallez & Trentesaux, 2012). These studies concluded that it is
worth studying PFs because of their simplicity, reactivity and adapt-
ability for controlling the allocation and routing in FMS while main-
taining a global level of scheduling performance for time-based cri-
teria such as completion time. Assuming a highly dynamic environ-
ment, the following elements differentiate the PF model from other
interaction mechanisms (e.g., Contract Net Protocol, stigmergy):
1.
 By essence, it can simultaneously solve the dynamic allocation
of resources and product routing.
2.
 It automatically takes into account the spatial dimension of the
FMS by altering the fields' value according to the distance.
3.
 It does not require any exploration stage or knowledge about
other entities in the system.

In this paper, the idea was to extend our previous work by
integrating energy-based mechanisms in PF models to dynami-
cally control the overall power consumption. Before presenting
these mechanisms, the next section describes the notations and
basics of PF-based FMS dynamic scheduling control systems. These
basics were first introduced in (Pach et al., 2012).

4.2. Potential Fields for dynamic FMS scheduling and control

In the proposed approach, products make decisions reactively for
the allocation of resources (i.e. find a resource for a service) and
routing process (i.e. move to the resource found). The products con-
sidered match the concept of “intelligent products” proposed in
(McFarlane, Sarma, Chirn, Wong & Ashton, 2002) or (Meyer, Främling
& Holmström, 2009), and so play an “active” role in the manufacturing
process (Sallez, Berger, Deneux & Trentesaux, 2010). Resources emit
attractive PFs depending on the services provided. The products then
sense these PFs locally when a decision has to be made. To attract
products, each resource emits an attractiveness value, which is am-
plified, propagated and altered by the environment (e.g. transportation
time) between the product and the emitting resource.

Fig. 1 illustrates the Potential Fields model that controls allo-
cation and scheduling in FMS.

In the Fig. 1, the FMS is composed of three resources (r1, r2 and
r3) and one product p1 looking for the service SP1,1. Both r1 and r3
can provide this service (i.e., SR1,1 and SR3,1). Each of them emits
Potential Fields to attract product p1 (blue Potential Fields).
DOI : 10.1016/j.conen
Assuming that the potential field emitted by r1 is the highest, p1
chooses r1 and tries to reach this resource to obtain the service.

Fig. 2 describes the entities (products, resources) and decision
making in this model.

The attractiveness tr s,α ( ) of the resource was established ac-
cording to the following Eq. (1). This formula, inspired by (Pach
et al., 2012), has been updated and harmonized with the extended
models proposed in this paper.

t
s t

w t z t1 1
r s

r s

i j i j r i j r
,

,

, , , ,
α ( ) =

( )
+ ∑ ∑ ( ( ) + ( )) ( )

Where

Sr,s(t)is a binary value set to 1 if resource r is available for ser-
vice s at time t and set to 0 if the resource is unavailable.
wi,j,r(t) is a binary value set to 1 if product j is waiting for its
service number i in the input queue of resource r at time t,
0 otherwise.
zi,j,r(t) is a binary value set to 1 if the service number i of pro-
duct j is currently in progress on resource r at time t,
0 otherwise.

This attractiveness is then modulated to form a PF that is
propagated through the system environment. This PF, noted

tr d s, ,Φ ( ), propagated from resource r for a service s is sensed at a
decisional node d (where products have to make decisions) ac-
cording to the Eq. (2)

t max t M t , 0 2r d s r s r r d, , , ,Φ α μ( ) = ( ( )* − ( ) ) ( )

where

rμ denotes the magnitude that determines the range of the
emitted PFs,
M tr d, ( ) denotes the mitigation of the PFs through the
environment,
max() is the function that ensures the PFs are never negative
since in this paper a linear function M tr d, ( ) is considered to alter
the PFs according to the distance.

The decision to be made by the product based on the PF pro-
pagated is reduced to selecting the resource with the maximum PF
value

r argmax t 3r
r d s, ,Φ* = ( ( )) ( )

This model has been extended in this paper to permit the
control of the overall power consumption. The goal is to dyna-
mically control the scheduling to limit energy wastage first, then
to control the scheduling to produce with overall power restric-
tions. To reach this goal, a two-step process is proposed. First, a
model to limit energy wastage in the FMS scheduling using PF
must be designed. Then, the handling of the overall power con-
sumption will be integrated.

4.3. First step: reducing energy wastage

The extension of the initial PF model presented in (Pach et al.,
2013a) integrates here power consumption to reduce energy wa-
stage based on a switching mechanism between different resource
states. The role of this switching mechanism is to save energy on
the resource itself whenever possible using the following princi-
ple: resources are not always working, so why not shut down the
power supply opportunistically when they are idle. If a product
selects a resource and comes near it, the resource should turn the
power supply on. However, to make this behavior consistent,
gprac.2015.08.003 4



Fig. 1. Potential Fields model in FMS.

Fig. 2. Potential Fields Model. Entities and decisions (Pach et al., 2012).
resources need information about the products surrounding them.
This information is provided by the product emitting a new type of
PF (intention field) when it has chosen a resource. A resource can
sense all the PFs emitted by the products that have chosen it and
can then control its power supply dynamically. Fig. 3 provides a
global view of the model, including the PFs emitted and sensed by
the products and resources.

As depicted on the left in Fig. 3, three stages are considered in
product information processing: field reception, decision making
and field emission. This process is periodically triggered by an
event (e.g. every ten seconds) or aperiodically (e.g. when there is a
change in the received fields).

First, the PFs emitted by resource r for the service s, tr d s, ,Φ ( ), are
sensed and filtered according to the current service s required by
product p. The product status can then evolve according to the
Petri net detailed in Fig. 4.

Four possible states are defined
DOI : 10.1016/j.conengp
Out of system: this state characterizes a finished or rubbished
product (quality issue) or not yet launched.

Standby: this state is reached if the product cannot sense any
attractive PF for its current service. This situation occurs for ex-
ample in the case of a resource breakdown or maintenance. It
stays in this mode until a PF is detected.

Active: this state is reached when at least one PF is sensed for
the current service. In this state, the product controls its allocation
and routing in real time, and moves towards the chosen resource
able to provide the service.

Being processed: This state characterizes the arrival of the pro-
duct on the chosen resource, its processing and its departure. After
completion, the product returns to active state until the remaining
list of services is empty, and then it leaves the production system.

Second, when several resources emit a set of PFs for the re-
quired service tr d s, ,Φ ( ), the product in active state senses PFs
emitted by the resources and chooses the resource r* with the
rac.2015.08.003 5



Fig. 3. Potential Fields Model extended to reduce energy wastage.

Fig. 4. Petri Net for product status.
highest PF (i.e. the most attractive), Fig. 3. Once a resource is
chosen, the product elaborates an intention for this resource.

t Z t C t 4p r s i p p r s, , , , ,β ( ) = ( )* ( ) ( )

where
Z ti p, ( )is a coefficient that depends on the current state of the

product (Fig. 4)
C tp r, ,s( ) equals 1 if resource r is chosen by product p for the

service s at time t, 0 otherwise.
Third, the product then emits a field corresponding to the in-

tention. At this stage, the intention established previously is am-
plified, propagated and mitigated in relation to the environment
according to the following formula:

t max t M t , 0 5p r s p r s p p r, , , , ,Φ β μ( ) = ( ( )* − ( ) ) ( )

where

pμ denotes the magnitude that determines the range of the
emitted PFs,

M tp r, ( )denotes the mitigation of the PFs by the environment,
max() function that ensures the PFs are never negative since in

this paper a linear function M tp r, ( ) is considered to alter the PFs
DOI : 10.1016/j.conen
according to the distance.
Resource information processing is similar to that of the product

(Fig. 3). Likewise, it is divided into three stages: field reception,
decision making and field emission. It is also triggered by an event.

First, the resource senses the PFs tp r s, ,Φ( ( )) emitted by products
p intending to reach this resource r for the service s.

Second, depending on these PFs, the resource states are deci-
ded according to the Petri net in Fig. 5.

In this Petri net, four possible resource states are defined
Shutdown (state 1): the resource is not available (e.g., under

maintenance, failure, or not started).
Standby (state 2): the resource is available and idle, and its

power supply is off.
Ready (state 3): the resource is available and idle, and its power

supply is on.
Working (state 4): the resource is currently manufacturing a

product.
Resources can switch between these states. In ready state, the

resource is ready to manufacture but consumes energy; in standby
state, the energy consumed by the resource is assumed to be
negligible. Having resources in ready state can imply variations in
power consumption, so the model has been designed to take this
aspect into consideration. A resource will only switch to ready
state if it detects at least one PF from a product coming to it. This
switch from standby to ready state is triggered when the product’s
PF exceeds a pre-determined high threshold denoted τh,r. This high
threshold allows the sensitivity of the switching mechanism to be
finely tuned. A set-up time with an offset value λ has been in-
tegrated in case the resource r must be prepared (set up) to pro-
vide the service s requested by product p. The switching condition
is given by the following formula:

max t
6p

p r s h r, , ,Φ τ λ( ( )) ≥ −
( )

Conversely, a resource switches to standby if it does not sense any
PF emitted by products that are above a low threshold τl,r, as de-
scribed below:

max t
7p

p r s l r, , ,Φ τ( ( )) <
( )

Third, depending on its state, the resource establishes an at-
tractiveness, which models the ability of a resource r to perform a
service s. Then, this attractiveness is amplified, and then propa-
gated and mitigated through this environment. The attractiveness
of the resource r for a service s in this model is now:
gprac.2015.08.003 6



Fig. 5. Petri Net for resource status.
A t Z t t 8r s i r r s, , ,α( ) = ( )* ( ) ( )

where

tr s,α ( ) corresponds to the formula presented in the model in
Section 4.2
Z ti r, ( ) is a coefficient that enables the attractiveness to be
modulated according to the current state i∈ [1,4] of the re-
source r (Fig. 5)

This first mechanism defined, it is now possible to dynamically
control the scheduling to maintain the overall power consumption
of the system below a variable threshold, which is described in the
next section.

4.4. Second step: integration of dynamic overall power consumption
control

This section presents the dynamic control of the overall power
consumption of the Potential Fields model presented above. In this
model, it is assumed the products are aware of the instantaneous
system consumption. Depending on this consumption and on the
dynamically determined maximum threshold Th(t) not to be exceeded
(established by the production manager or energy supplier), they can
choose to be produced or not. They will leave a resource or stay in
standby mode if the activation of the resource chosen implies an in-
stant consumption above the maximum level determined. The goal of
this mechanism is to avoid consumption that exceeds the threshold,
which is assumed to be a priori unknown and may evolve in real time.
However, in some cases, even if it means exceeding the maximum
threshold, resources have to produce whatever the energy costs. For
example, the product could be produced anyway if it is considered as
urgent because delaying this product would be more costly than ex-
ceeding the energy threshold. To handle this possible situation, pro-
ducts have two modes: “Energy” and “Production”. In “Energy” mode,
they take into account themaximum energy threshold and production
can be delayed. In “Production” mode, they choose the best resource,
in terms of effectiveness, and ignore the maximum energy threshold.
The choice of the next resource, for a product in “Production”mode, is
defined according to the model formula:

r argmax t 9r
r d s, ,Φ* = ( ( )) ( )

However, for a product in “Energy” mode, the choice of the
DOI : 10.1016/j.conengp
next resource depends on the power consumption:

r argmax t C t 10r
r d s, ,Φ* = ( ( )* ( )) ( )

where

C t( ) is a binary value set to 1 if Co t Co Co t Th tr r4,( ) + − ( ) ≤ ( ),
0 otherwise.

This ensures that a resource is not used if the threshold has
already been exceeded, and that a machine is not woken up if it
results in the consumption exceeding the threshold, and finally,
that an already ready resource is not to be used if it results in the
consumption exceeding the threshold. The choice of “Energy”
mode or “Production” mode for each product is at the discretion of
the production manager.

Fig. 6 illustrates the entire Potential Fields model, including
overall power consumption.
5. Case study

The model introduced was applied to a case study in simulation
and in a real situation. This case study corresponds to an existing
FMS (AIP PRIMECA VALENCIENNES, 2013) illustrated in Fig. 7 and
described briefly in the following paragraphs.

This FMS is built around a central conveyor belt with transfer gates
to reach the resources or to move from one loop to another. Before
each transfer gate, a “divergent node” (seen as a decisional node by
each product where a decision has to be made) allows the product to
make routing decisions and to position the gate. Auto-propelled
shuttles that transport products through the cell use the conveyor.

This FMS can manufacture several products by mounting raw
components on a plate to form letters such as “A”, “I”, “P”. A client's
order is a combination of these products (e.g., AIP, IPA and IAPIAP).
The product manufacturing sequence SPp, (i.e. services wanted by a
product p) is organized as follows: plate loading, mounting a series
of components, final inspection and plate unloading. A shuttle is
attached to a product at loading and detached at unloading.

The resources r are all located on different “service nodes”
(Fig. 7). The ones used in this paper are the loading/unloading unit
(the resource is denoted r1), the three assembly workstations
(denoted r2, r3 and r4), and the automatic inspection unit (denoted
r5). The workstations on the left loop were not used (Fig. 7). The
queue size limit for all the resources is set to 2 (Qr¼2, r∈[1, 5],
including the product being processed). Loading and unloading are
performed by r1. The components are assembled by r2, r3, and r4,
and the inspection is carried out by r5. Resources r2, r3, and r4 are
partially redundant (flexibility) so there are possibilities for im-
proving the control of these resources regarding power con-
sumption. Conversely, resources r1 (loading / unloading) and r5
(automatic inspection) are mandatory for each product, which is
why only the consumption of r2, r3, and r4 were considered in the
study. The electrical consumption Coi r, of these resources r in state
i (in Watts) is summarized in Table 1. These values have been
established from tests done on the real FMS.

Interested readers can read the benchmark proposed in
(Trentesaux et al., 2013) for details about the FMS. The parameters
and simulations chosen in this paper are compliant with this
benchmark.
6. Simulation

This section presents the principal FMS data used for the simu-
lations to validate our proposal. The objective of the simulations was
rac.2015.08.003 7



Fig. 6. Potential Fields Model integrating overall power consumption.
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Fig. 7. FMS case study.
to evaluate how the PF model can effectively control the FMS with a
dynamic power supply, including large scale studies. Simulations
were also led to validate the global behaviors of products and re-
sources before applications on a real cell. In these simulations, the
client order used was “AIP”. The simulation was divided in two parts:
the first scenarios studied the reduction in energy wastage, and the
second, the control of the overall power consumption. It is important
to note that the same model was used for both parts so the wastage
and the overall consumption could be controlled simultaneously.
However, for clarity, the presentation of the simulations is divided
into two Sections (6.2 and 6.3). The next subsection briefly presents
the simulator used for the simulation study.

6.1. Simulation environment

NetLogo (Wilensky, 1999) was chosen for the simulation stu-
dies. It is an agent-based parallel modeling and simulation en-
vironment. It directly provides functions for indirect communica-
tion (i.e. via the environment), which matches the PF model. Ne-
tLogo is known to be a rapid prototyping proof-of-concept
DOI : 10.1016/j.conen
simulator and allows elegant graphical interfaces to be developed
rapidly.

Fig. 8 shows the NetLogo interface developed to simulate the PF
model. The FMS is represented graphically on the right and the
input and output data can be controlled on the left.

All the simulations were launched on the same computer (Intel
Core i3, 2.13 GHz, 4 GB RAM). The results of the simulations pre-
sented in Table 2 took no more than 1 s to obtain, the “10�PIA”
case in Table 3 no more than 4 s, the “50� PIA” case in Table 3 no
more than 17 s, and each of the simulations presented in Table 4
no more than 2 s (Sections 6.2 and 6.3).

6.2. Simulations for the reduction of energy wastage

To evaluate the reduction in energy wastage in a dynamic context
with the products being introduced randomly, simulations were per-
formed for all six combinations (i.e., IAP, PIA…) for the products in the
client’s order (i.e., A, I and P). Four sets of threshold values were
chosen for the model presented in Section 4.3. As a reminder, for the
resource r, the high threshold τh,r is responsible for the switch from
gprac.2015.08.003 8



standby to readymode, and the low threshold τl,r is responsible for the
switch from ready to standby mode. The sets of threshold values are:

τh,2¼τh,3¼τh,4¼τl,2¼τl,3¼τl,4¼0: this set matches the model
with no energy control. The resources are always ready.

τh,2¼τh,3¼τh,4¼τl,2¼τl,3¼τl,4¼200: this threshold is equivalent
to the product’s maximum field so resources are ready when a
product is on them and switch to standby as soon as they are empty.

τh,2¼τh,3¼τh,4¼200, τl,2¼τl,4¼195, τl,3¼189: resources are
ready when a product is on them but do not switch to standby if a
product is in their queue.

τh,2¼τh,3¼τh,4¼200, τl,2¼195, τl,3¼189, τl,4¼0: same as before
for resource r2 and r3, but the low threshold is set to 0 for r4 to
prevent it switching to standby. Since the products arrive dis-
tributed over time on r4, this is a way of producing only 1 switch
on each resource and thus match the original scenario, but with a
lower power consumption.

The simulation results for this product order are summarized in
Table 2. Since the resources' consumption in a state is considered
fixed, by monitoring the time spent by resources in each of their
states, the overall power consumption can be calculated. This con-
sumption is given in Watts per hour and the times are given in
seconds. A column has been added to represent the overall energy
for a 12 h production period with the same orders. Indeed, the case
study taken gives a Cmax of over 300 s, which results in a very low
consumption (only a few tens of Watts per hour). With the equiva-
lent for a 12 h production period, the consumption values are more
realistic. The bottom lines are the averages of all the simulations.

In a previous study, the optimal solution was obtained using
Integer Linear Programming (ILP) with a Cmax of 219 s and an I-A-
P launching sequence (interested readers can refer to (Pach, Ber-
ger, Bonte & Trentesaux, 2014)). In this paper, the reference sce-
nario (τh,r¼ τl,r¼0) with only 1 switch from standby to ready at
Table 1
Electrical consumption of resourcesTable 1

Resource Electrical consumption (W)

Standby (Co2, r) Ready (Co3, r) Working (Co4, r)

r2 0 250 400
r3 0 250 400
r4 0 250 400

Fig. 8. NetLogo sim
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the start, resulted in an average consumption of 65.6 W h and a
Cmax of 255 s. If both thresholds were set to 200, the resources
switched to standby as soon as possible, resulting in an average
consumption of 33.3 W h (51.1% of reference scenario). This was
the lowest power consumption but involved several switches (5.7
on average, almost twice the initial number). Cmax is a little higher
than the initial one (around 262 s) because the allocation priority
was given to resources already ready. The third scenario, where
the resources did not switch to standby between queuing products
resulted in the same Cmax as scenario 2 and consumed a little
more (þ0.2%), but the number of switches was reduced (3.7 on
average instead of 5.7). Finally, the last scenario minimized the
number of switches (3, meaning 1 for each resource at the start),
with a Cmax of 258.3 s and a consumption of 37.9 W h (58% of the
reference scenario). The average score was quite similar for each of
the simulations and the behavior of the model was the same for
each order of introduction. This model is efficient without know-
ing the clients' orders in advance and saves energy (on average
50% energy saving with these scenarios).

Other scenarios have been performed: for example, in large scale
simulations provided in Table 3, the gain in energy (compared to
the model not taking energy into consideration) differed according
to the system load and the number of products, but remained be-
tween 20% and 40%. The first three scenarios in Table 3 used the
same product orders but with different intervals between each or-
der to highlight the importance of the system load. The last scenario
increased the number of products to provide results for a saturated
system over a long period.

When the system was saturated, the model could not save
much energy because all the resources were working and could
not be turned off. However, these scenarios confirm the ability of
the proposed control system to reduce energy wastage in more
complex cases without significantly increasing Cmax. The next
sub-section presents the simulations relating to the dynamic
control of the overall consumption.

6.3. Simulations for the dynamic control of the overall consumption

Three simulation sets are presented in this section. The goal of
these simulation sets was to study, in three stages, the impact of
dynamic scheduling control integrating power consumption. First,
ulator's GUI.
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Table 2
Simulation resultsTable 2

Simulation τh,2 τh,3 τh,4 τl,2 τl,3 τl,4 Cmax (s) Overall energy (W h) Energy for 12 h (kW h) Overall energy (%) Overall switches

AIP #1 0 0 0 0 0 0 248 64.2 11.2 – 3
AIP #2 200 200 200 200 200 200 255 33.3 5.8 51.9 6
AIP #3 200 200 200 195 189 195 255 33.5 5.8 52.3 3
AIP #4 200 200 200 195 189 0 255 36.3 6.3 56.5 3
API #1 0 0 0 0 0 0 251 64.8 11.0 – 3
API #2 200 200 200 200 200 200 248 33.3 5.7 51.4 5
API #3 200 200 200 195 189 195 248 33.5 5.8 51.7 3
API #4 200 200 200 195 189 0 248 36.5 6.3 56.4 3
PAI #1 0 0 0 0 0 0 265 67.7 11.0 – 3
PAI #2 200 200 200 200 200 200 291 33.3 5.4 49.2 5
PAI #3 200 200 200 195 189 195 291 33.4 5.4 49.3 4
PAI #4 200 200 200 195 189 0 291 41.5 6.8 61.2 3
IAP #1 0 0 0 0 0 0 224 59.2 11.4 – 3
IAP #2 200 200 200 200 200 200 251 33.3 6.4 56.3 6
IAP #3 200 200 200 195 189 195 251 33.4 6.4 56.5 5
IAP #4 200 200 200 195 189 0 251 39.0 7.5 65.8 3
PIA #1 0 0 0 0 0 0 291 73.1 10.9 – 3
PIA #2 200 200 200 200 200 200 272 33.3 4.9 46.1 6
PIA #3 200 200 200 195 189 195 272 33.7 5.0 46.1 3
PIA #4 200 200 200 195 189 0 272 36.3 5.4 49.7 3
IPA #1 0 0 0 0 0 0 251 64.8 11.2 – 3
IPA #2 200 200 200 200 200 200 254 33.3 5.7 51.4 6
IPA #3 200 200 200 195 189 195 254 33.6 5.8 51.9 4
IPA #4 200 200 200 195 189 0 233 37.7 6.5 58.2 3
Average #1 s 0 0 0 0 0 0 255 65.6 11.1 – 3
Average #2 s 200 200 200 200 200 200 261.8 33.3 5.7 51.1 5.7
Average #3 s 200 200 200 195 189 195 261.8 33.5 5.7 51.3 3.7
Average #4 s 200 200 200 195 189 0 258.3 37.9 6.5 58.0 3

Table 3
Large-scale resultsTable 3

Scenario τh,2 τh,3 τh,4 τl,2 τl,3 τl,4 Cmax (s) Overall energy (W h) Overall energy (%) Overall switches

10�PIA 0 0 0 0 0 0 1369 410.2 – 3
10 �PIA 200 200 200 200 200 200 1398 333.3 81.3 55
10�PIA 200 200 200 195 189 195 1398 336.9 82.1 8
10�PIA (space by 150 s) 0 0 0 0 0 0 1626 463.8 – 3
10�PIA (space by 150 s) 200 200 200 200 200 200 1622 334.0 72.0 60
10�PIA (space by 150 s) 200 200 200 195 189 195 1622 338.0 72.9 27
10�PIA (space by 200 s) 0 0 0 0 0 0 2091 560.6 – 3
10�PIA (space by 200 s) 200 200 200 200 200 200 2072 333.3 59.5 60
10�PIA (space by 200 s) 200 200 200 195 189 195 2072 336.9 60.1 30
50 �PIA 0 0 0 0 0 0 6192 1915.0 – 3
50�PIA 200 200 200 200 200 200 6241 1668.8 87.1 290
50�PIA 200 200 200 195 189 195 6241 1685.7 88.0 35
the same simulation was repeated with a different percentage of
products concerned by the energy threshold to study the variations
in system behavior. Second, the same simulation was repeated with
different energy thresholds to study the impact of the threshold
value on production. Finally, the last simulation set presents the
behavior of the system with a dynamic energy threshold.

The first simulation set studied the impact of introducing en-
ergy-concerned products into the system. The results are provided
in Table 4. In this simulation set, the energy threshold was set to
Th(t)¼800 W for all the simulations. The scenario chosen was the
production of 2�AIP, which corresponds to 6 products. The re-
ference scenario was performed with 6 products in production
mode (not considering the energy threshold). The focus was set on
effectiveness, so the Cmax was the lowest for the simulations
(358 s). For a lower bound, the Cmax provided by the introduced
ILP was 309 s for this scenario (Pach et al., 2014). Conversely, a
maximum Time Over Threshold of 116 s was reached (around 1/3
of the Cmax). Then simulations were performed with 2 products in
energy mode. As there were 2 out of 6 products in energy mode,
simulations were performed for the 15 possible combinations. The
combination is detailed in the last column in Table 4. The Cmax of
DOI : 10.1016/j.conen
these simulations was higher than the reference one, from 379
(þ6%) to 434 s (þ21%). As there were three different products, the
choice of the two products in energy mode led to different results.
For the Time Over Threshold, there was a significant decrease in
the value compared with the reference scenario. The maximum
Time Over Threshold for 2 products in energy mode was 60 s (58%
of the reference) and the minimum was 15 (13% of the reference).
So, even with only 2 products in energy mode, the gain was very
significant with a gain of at least 42% for the time over threshold.
With four products in energy mode, the time over threshold was
reduced even more with a maximum of 23 s over the threshold
and a minimum of 0 s. However, the augmentation in Cmax was
higher, from þ13% to þ25%. However, the choice of Cmax or En-
ergy is not within the scope of this paper. Only the system user can
make a choice depending on the situation. Finally, when all the
products were in energy mode, the energy threshold was never
exceeded. This avoids any additional costs due to energy provision,
but extends the Cmax by 23% to reach 441 s.

The second simulation set studied the impact of the threshold
Th(t) on production. Three simulations were performed with
products 2�AIP. First, all the products were in “Production”mode,
gprac.2015.08.003 10



so the energy threshold Th(t) could be considered as infinite
(Fig. 9). Then, the threshold Th(t) was set to 800 W. This allowed
two resources to be turned on simultaneously (Fig. 10). Finally, the
threshold was set to 400 W. Only one resource could be turned on
at each moment during the simulation (Fig. 11). The evolution in
the instant consumption of each simulation is associated with the
Gantt diagram corresponding to the simulation.

Fig. 12 summarizes these simulations and presents the three
curves on one graph.

As seen in Fig. 12, our model was able to control the production
systems without exceeding a predetermined threshold to the detri-
ment of effectiveness, and could smooth or speed up production ac-
cording to this threshold. Thus, our model is configurable to control
the compromise between overall energy threshold and Cmax.
Table 4
Variations in the number of products in “Energy” mode.Table 4

Number of pro-
ducts in “En-
ergy” mode

Treshold (W) Cmax (s) Time over the
threshold (s)

products in “En-
ergy” mode

0 800 358 116 –

2 800 398 49 p1p2
2 800 394 58 p1p3
2 800 393 39 p1p4
2 800 394 38 p1p5
2 800 394 31 p1p6
2 800 398 68 p2p3
2 800 410 60 p2p4
2 800 395 51 p2p5
2 800 398 24 p2p6
2 800 414 59 p3p4
2 800 394 59 p3p5
2 800 395 31 p3p6
2 800 434 15 p4p5
2 800 379 47 p4p6
2 800 379 48 p5p6
4 800 439 0 p1p2p3p4
4 800 418 15 p1p2p3p5
4 800 439 9 p1p2p3p6
4 800 449 19 p1p2p4p5
4 800 424 23 p1p2p4p6
4 800 424 23 p1p2p5p6
4 800 394 18 p1p3p4p5
4 800 404 11 p1p3p4p6
4 800 434 15 p1p4p5p6
6 800 441 0 p1p2p3p4p5p6

Fig. 9. Power consumption and Gan
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Typically, in the above example, the Cmax was 358 s without a
threshold and was extended to 441 s with the threshold set to 800W
and 680 s with the threshold set to 400W. However, if the additional
cost for exceeding the threshold is high, this type of measure is
mandatory.

The third simulation presented the system's behavior with a
dynamic energy threshold, which was as expected and consistent
with the context introduced in this paper. This shows the ability to
cope with perturbations that lower or increase the energy avail-
able, and with the dynamic pricing of electricity. In this simulation,
the normal threshold value was set to 800 W. In order to study the
system with different thresholds, the number of products was
6�AIP. The evolution of the system's instant power consumption
and the Gantt diagram for the three resources are given in Fig. 13.
At t¼200 s, a perturbation occurred and forced the system to re-
duce its consumption. After completion of the operations in pro-
gress on the resources (no-preemptive resources), the threshold
was lowered to 400 W. Thus, resource 2 was no longer being used
and only resource 3 was working. At t¼300 s, the energy available
greatly increased. So, after completion of the operations in pro-
gress, the threshold was set to 1200. The products were then
dispatched to the three resources. Finally, the energy threshold
was reset to normal at the end of the operations at t¼600 s.

Fig. 14 provides the results of a 6�AIP production without
taking overall power into consideration (i.e. all the products were
in “Production” mode). In this reference case, the three redundant
resources were always working so the power consumption was
around 1200 W for most of the production.

This last simulation set clearly shows that the model was able
to cope with a dynamic energy threshold. In a highly dynamic
context with a variable power supply, the Potential Fields model
was still able to control production while taking into account the
overall power consumption. Section 6 showed that this model was
able to control effectiveness as well as overall power consumption.
7. Implementation in real conditions

This section presents elements concerning the implementation of
the proposed model in real conditions. The aim of the real im-
plementation was to prove the feasibility of the model on a real sys-
tem. Our model can be implemented in different ways, from
tt diagram without threshold.
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Fig. 10. Power consumption and Gantt diagram with threshold¼800.

Fig. 11. Power consumption and Gantt diagram with threshold¼400.
centralized to fully distributed. Since the PFs are naturally distributed,
the chosen implementation was distributed. The requirements for the
implementation were: (1) provide products and resources with a
processing capability to sense and establish PFs; (2) provide themwith
a communication capability to emit fields through the environment.
One usable concept already tested by our team is the Intelligent (or
Active) Product concept (Sallez et al., 2010). Here, this concept was
extended to the resources to enable them to sense the product PF and
to control the switch between states. A proof-of-concept version of
Intelligent Products and Resources is illustrated in Fig. 15. In our vali-
dations, an Intelligent Product was composed of a “passive” product
(i.e. part to be manufactured), an Eeepc providing the processing
capability, and a shuttle for mobility. An Intelligent Resource was
composed of a robot, its stock, its queue and a Programmable Logical
Controller (PLC) providing communication and processing capabilities.
Industrial versions of Intelligent Products and Resources will obviously
be embedded in the Shuttle/Robot.

These proof-of-concept versions have been tested to validate
two real experiments for an “AIPAIP” order. The first one, pre-
sented in Table 5, corresponds to energy wastage reduction and
DOI : 10.1016/j.conen
presents two scenarios performed in simulation and in real con-
ditions. In the scenario that does not consider energy (all thresh-
olds set to 0), all the machines wake up at time 0 and stop after
completion of the last products. In the second scenario, each re-
source decides to wake up only when a product is approaching it
and to switch to standby after it has dealt with the last product. So,
with the same amount of wake-ups (i.e. 1 for each resource), en-
ergy savings are easily achieved. Similar results were observed in
simulation and in real conditions. The gain in energy was 32% and
26%, respectively compared with the scenario that does not con-
sider energy. At the same time, Cmax values only increased by 6%
and 7%, respectively.

The second experiment illustrates energy control using the
dynamic overall energy threshold in the real FMS. The threshold
was first set to Th(t)¼1200 W (no limitation for the system), then
progressively reduced to 800, 400 and then 0 to study product
behavior. Finally, the threshold was set to 400 W to finish the
experiment. Fig. 16 presents the Gantt diagram for the experiment.

When the threshold Th(t)was set to 800 W, resource r3 stopped
to avoid exceeding the threshold. This was the same for r4 when
gprac.2015.08.003 12



Fig. 12. Comparison of the evolution in consumption for the three previous simulations.
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Fig. 13. Simulation results for 6�AIP with a dynamic threshold.

Fig. 14. Simulation results for 6�AIP without threshold.
only one resource could produce at one time (Th(t)¼400 W). If
there was no energy supply (Th(t)¼0) products waited in the main
FMS loop and did not use any resources. There is no comparison
with simulations due to some differences with the models. Espe-
cially, the loading of products was slightly slower in the experi-
ments, so with a varying threshold, the situation is different. For
example, in the case studied above, products on r3 reached the
DOI : 10.1016/j.conengp
resource sooner in simulation, resulting in products quitting r2 and
using r3 and r4. However, the goal of the experiment was to prove
the feasibility of this kind of approach in a real FMS, which was
achieved as the products adapted their behavior dynamically to
match the threshold. These two real experiments clearly provide
us with strong confidence in their potential use and interest in a
real FMS.
rac.2015.08.003 13
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Table 5
Results of Experiments and Simulations.Table 5

τh,2 τh,3 τh,4 τl,2 τl,3 τl,4 Cmax (s) Cmax (%) Overall energy (J) Energy for 12 h (KW h) Overall energy (%) Overall switches

Experiments 0 0 397 – 107.71 11.72 � 3
200 195 189 190 421 106 73.47 7.99 68.2 3

Simulations 0 0 333 � 94.38 10.27 � 3
200 195 189 190 357 107 69.93 7.61 74.1 3
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Fig. 16. Experimental results for 2�AIP with a dynamic threshold.
8. Limitations of the work

From the experiments conducted and despite the promising
results obtained, some limitations were identified. First, PF is a
purely reactive approach by nature. Scheduling and control issues
can be handled easily in real time but it is hard to extend PF to take
events in the near future into consideration. In this paper, we
considered the worst case where, for example, the threshold Th(t)
is only known in real time. Using an estimated near future value of

this threshold Th t t^ ( + ∆ ) can however been considered, which
opens up the way to using predictive models (e.g., from operation
research or control theory) to complete our PF model. Second,
from the real experiment conducted, we realized that the im-
plementation of the PF approach requires skills beyond those
usually required in automation. Indeed, cutting-edge technological
skills in distributed control systems, microcontrollers, embedded
systems, embedded networks (wired and wireless), real-time
DOI : 10.1016/j.conen
programming, smart systems… are required to implement our
models. Even if these skills are in total compliance with “smart
factory”, “connected object” or “factory of the future” principles,
they are still seldom deployed in industry, limiting for the moment
the application of our models to academic platforms, even if they
are composed of commercial and industrial components.
9. Conclusion and prospects

This paper proposed a Potential Fields model to dynamically
control the overall consumption of a FMS to cope with the challen-
ging near future context where the volatility of energy availability
and costs will strongly increase because of the rise in new kinds of
energy supplies from renewable but unpredictable energy sources
such as wind or solar. This model takes the power consumption of
the resource into consideration in the decision control in addition to
typical indicators such as completion time. A state switching
gprac.2015.08.003 14



mechanism based on the intention PF emitted by the products al-
lowing resources to save energy was thus proposed first. Depending
on this state, resources also emit PF to attract products. This reactive
control method suits the dynamic context and has provided pro-
mising results (energy savings of 50% on average for simple cases,
from 20% to 40% in large simulations and 32% in experiments) with a
limited increase in Cmax values (3% on average for simple cases, 2% in
large simulations and 6% in experiments). Second, an extension of
the PF model based on a dynamic threshold to be respected was
proposed. Using this model, products adapt their decisions to respect
an overall energy threshold in case of variable energy supply or en-
ergy costs. Simulations and real experiments point out the capability
of our model to match the highly dynamic context of FMS energy
control, which is implied by new energy supplies (e.g. wind turbines,
solar panels, smart grid) and dynamic electricity pricing. The ad-
vantage here is that there is no need to predict behavior of the en-
ergy profiles, but the resulting scheduling is still effective in terms of
classical time-based performance indicators such as Cmax.

The short-term prospects are firstly to perform other more large-
scale scenarios to confirm the validity of the simulations in other si-
tuations (e.g., resource breakdown) even if the Potential Fields model
(without power consumption control) has already been largely tested.
Methodological aspects, especially the way the two main parameters
τh,r and τl,r can be fine-tuned in the energy wastage reduction model,
must also been addressed. Indeed, their values during simulations and
experiments were determined heuristically, according to our knowl-
edge of the models and the flexible cell. In addition, the consumption
values introduced were assumed constant for each of the different
states for each resource, which is consistent with robotics systems in
FMS for example, but not necessarily with other kinds of production
systems. Thus, our models must be extended to encompass larger si-
tuations and other production systems. In addition, as introduced in
the previous section, an interesting prospect concerns the hybridiza-
tion of the PF model with short-term predictive methods to improve
the performance of our energy-aware manufacturing scheduling and
control system and to reduce “temporal myopia” (Zambrano Rey,
Bonte, Prabhu & Trentesaux, 2014). In the long term, the transporta-
tion system consumption could also be taken into account, as well as
the loading and inspection resources.
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