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A B S T R A C T   

Background: Falls in the elderly are the number one cause of traumatic death in this population. Prevention of 
falls requires to evaluate which risk factors for fall are present for a person on the basis of available health in-
formation. Our objective is to predict the presence or the absence of 12 risk factors for fall in elderly people based 
on partial observations. 

Methods: A data set of 1810 patients of the multidisciplinary falls consultation of Lille University Hospital 
covering fourteen years admissions were used to learn and evaluate a Bayesian network and four usual machine 
learning classifiers. Variable selection and data pre-processing were achieved on the basis of an ontology and 
interviews of the experts. The prediction of each target risk factor using the complete set of observations is first 
compared with the prediction based on a specific subset of variables, and second based on partial observation, 
from 10 to 90% of the variables. 

Results: For 7 out of 12 target risk factors, the f1-score of classifiers using complete set of variables is slightly 
better than the specific subset of variables, with a difference of less than 3%. Bayesian Networks and other 
classiers perform equivalently in terms of accuracy and f1-score. The best prediction were obtained for the loss of 
autonomy and osteoporosis with a f1-score from 15 to 20% better than the baseline classifier when using the 
Bayesian network. At the opposite, for 3 risk factors, no classifier allows to improve the f1-score or the accuracy 
of more than 1% compared to the baseline classifier. 

Conclusion: Our results show that the use of specific subsets of variables does not improve the prediction of risk 
factors, and that no classifier outperform the others. However Bayesian networks perform well and are inter-
esting due to their explainability.   

1. Introduction 

Falls present a striking danger to health and safety in older people 
[1–3]. 3.8 million older people attend emergency departments each year 
with fall related injuries. The medical costs associated with fall-related 
injuries is approximately 25 billion euros per year. If effective preven-
tion strategies are not established, the total cost of treating fall related 
injuries in European Union is expected to increase up to 45 billion euros 
per year by 2050 [4]. 

The use of Machine Learning algorithms to detect health related risks 

in patients is now common [5–7] and a large number of successful 
studies have addressed the problem of falls in elderly [2,3,8,9]. How-
ever, the evaluation of risk factors for fall remains a challenge since it 
requires time and expertise, and specific tests and devices may also be 
necessary. Moreover, the family physician who is one of the main actors 
of fall prevention generally does not have a lot of time, whereas fall 
prevention requires a pedagogical and repeated approach. As a conse-
quence, the collection of information for a complete evaluation of risk 
factors is not feasible regularly and the risk factors for fall of a person 
should be assessed from an incomplete set of observations. In order to 
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tackle that problem, this article is a first step toward a fall prevention 
aiding system. We propose the use of Bayesian networks (BNs) since 
these probabilistic graphical models allow the updating of beliefs under 
uncertainty [10,11]. In addition, BNs are understandable and modifi-
able by the experts thanks to the graph. These models are inherently 
explainable and allow transparency and visibility while decision aiding. 
A large number of successful studies exists in the literature that present a 
BN modeling approach combined with expert knowledge and applied to 
real-world problems [12–17]. A systematic review of BNs in healthcare 
is presented in McLachlan et al. [6]. 

Thus the objective of this article1 is to identify the risk factors for fall 
in the elderly people on the basis of partial set of observations about the 
person. Section 2 gives description about the problem and data used. 
Section 3 describes the data preprocessing steps and selection of vari-
ables. Methodology is presented in Section 4. Section 5 shows the results 
and discussion. Finally, we conclude the article in Section 6 with 
possible future directions. 

2. Problem and data 

In this section, we first describe the problem; second, we present the 
data collection. 

2.1. The problem 

Fig. 1 shows a simplified view of the general architecture of the fall 
prevention aiding system. Lots of actors could contribute to fall pre-
vention (doctors, family members etc.). The objective of a fall preven-
tion aiding system is to propose them a small number of adapted 
recommendations regarding the elderly they care for. These recom-
mendations are selected on the basis of the most important risk factors 
for fall that are present for that elderly. 

The evaluation of risk factors for fall is a multi-factorial problem, and 
some risk factors can not be evaluated by a simple and rapid question. 
Moreover, the potential actors of fall prevention usually do not have 
much time for these questions, which makes it necessary to store useful 
information in a personal database. Fortunately, the value of some risk 
factors and useful variables to evaluate them can be automatically 
extracted from shared electronic medical records. However, some kinds 
of information are rarely present in the medical file, and the amount of 
information available for each elderly person is very different. Thus, the 
issue addressed in this paper is the evaluation of presence or absence of 
some risk factors for fall on the basis of partial observation. 

2.2. Subjects and data collection 

The 1810 patients of the multidisciplinary falls consultation of Lille 
University Hospital between January 2005 and December 2018 are 
included in the study. The patients are admitted in that service for a 
complete day, during which they meet different medical personnel and 
each of them explores a set of factors such as history of falls, nutrition, 
physical activities, medical tests such as balance test etc. At each step, 
the data collected about the person are registered. Then a team of spe-
cialists gathers around the case file of the patient and discusses about the 
most appropriate recommendations on the basis of the observed risk 
factors of the person. At the end of the day, a small number of appro-
priate recommendations is selected and explained to the patient. The 
patients are invited to come back 6 months later in the service for a short 
consultation during which an assessment is done regarding the recom-
mendations and the number of falls during the last 6 months. 

3. Data preprocessing and variable selection 

Data preprocessing has a significant impact on the performance of 
machine learning models because unreliable samples may lead to wrong 
outputs [19,20]. To perform a meaningful data preprocessing, either the 
domain expert should be integrated in the data analysis or the domain 
should be extensively studied before analysis [21]. In this study the 
understanding of the data is facilitated by the help of experts and an 
ontology about fall prevention [22] developed previously with the same 
service of fall prevention of Lilles Hospital. The initial data set includes 
more than 400 columns, including a lot of details and redundancy. We 
use the following 3 criteria to select relevant variables:  

(1) Data quality: in order to have relevant and understandable 
observation, we remove 49 variables whose content is not useful 
(free text, very heterogeneous type of values), 61 old grayed out 
variables, 11 variables with very unbalanced classes, 14 variables 
with more than 30% of missing values (total 135 variables 
removed).  

(2) Focus on risk factors of fall: we remove 15 variables associated 
with recommendations and 34 variables associated with the 
second appointment after 6 months (total 49 variables removed).  

(3) Model size limitation: we remove 42 too specific variables, 93 
variables associated with medicines, and 6 variables related to 
blood pressure, 2 variables about patient ID and year of consul-
tation. Furthermore, variables having the same meaning or a very 
close meaning have been regrouped. This preprocessing leads to 
45 variables (shown in Appendix A). 

Moreover, we use k Nearest Neighbors (kNN) methods for imputa-
tion of missing values since it is very simple and easy to use and it can be 
applied irrespective to the data type. The number of neighbors has been 

Fig. 1. Fall prevention system.  

1 This article is an extension of our work presented in Sihag et al. [18] 
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set to five after evaluating different choices. 

4. Methodology 

In this section, we first introduce the construction of Bayesian net-
works and other classifiers; then we describe our target variables and the 
procedure of variable selection. Furthermore, we present the algorithm 
used to predict the presence or absence of risk factor for fall. 

4.1. Bayesian networks and other classifiers construction 

A Bayesian network (BN) is a graphical representation of a set of 

variables U = {X1, X2,..., Xn} with a joint probability that can be fac-
torized as follows: 

P(X1,X2,…,Xn) =
∏n

i=1
P(Xi|Parent(Xi))

where Parent(Xi) is the set of variables that correspond to direct pre-
decessors of Xi in the graph. It consists of a directed acyclic graph and a 
set of the local probability distributions, one for each node (variable) 
[11]. Both the structure of the graph and parameters (the conditional 
probabilities) can be learned from data or obtained by experts using the 
domain knowledge [23]. In this article we learn BN model from data. 

Fig. 2. A schematic representation of the methodology of risk factors prediction using partial observations .  

Table 1 
Comparison of accuracy (acc) and f1-score (f1) using specific subset (sss) for each risk factor vs. complete data (45 var).  

RFFs  BN LR DT RF SVM   

sss 45 var sss 45 var sss 45 var sss 45 var sss 45 var 

trMar acc 86.24 86.8 86.88 87.06 80.65 80.36 86.65 86.57 87.28 87.24  
f1 0.92 0.92 0.92 0.92 0.88 0.88 0.92 0.92 0.93 0.93 

peurTom acc 78.7 79.8 78.98 79.04 73.94 72.93 77.16 79.02 78.82 78.99  
f1 0.87 0.88 0.87 0.87 0.83 0.82 0.86 0.88 0.87 0.88 

dfOufaim acc 68.69 69.49 70.06 69.5 60.04 60.19 69.32 70.99 70.15 70.59  
f1 0.8 0.8 0.79 0.79 0.69 0.69 0.79 0.8 0.8 0.8 

trEq acc 82.2 82.51 81.47 81.03 71.06 70.19 81.3 81.46 82.09 82.06  
f1 0.89 0.89 0.88 0.88 0.8 0.8 0.88 0.88 0.89 0.89 

auTrNeur acc 71.01 71.17 71.57 71.17 58.14 60.19 68.83 71.71 71.12 71.69  
f1 0.82 0.82 0.82 0.82 0.69 0.71 0.8 0.82 0.82 0.83 

nbchu2 acc 57.15 59.19 61.57 61.34 55.26 55.55 58.52 61.61 62.14 61.98  
f1 0.69 0.71 0.7 0.7 0.61 0.62 0.67 0.71 0.72 0.71 

ADLinf5 acc 78.5 79.16 80.4 80.22 70.9 79.71 79.68 79.91 80 79.9  
f1 0.53 0.55 0.54 0.54 0.45 0.44 0.49 0.47 0.48 0.49 

demence acc 66.48 67.22 68.15 69.27 58.18 58.64 65.88 68.6 67.86 68.8  
f1 0.55 0.54 0.59 0.61 0.51 0.51 0.56 0.58 0.58 0.58 

newHypoT acc 67.39 67.47 67.72 66.87 60.2 56.61 62.48 67.55 67.37 67.35  
f1 0.01 0.02 0.18 0.22 0.33 0.35 0.31 0.14 0.04 0.03 

dep acc 73.73 73.9 75.07 73.7 72.82 67.62 73.7 73.78 75.11 74.56  
f1 0.45 0.42 0.47 0.46 0.46 0.45 0.5 0.35 0.47 0.4 

osteoconf acc 81.65 82.26 83.24 83.46 76.41 76.2 80.97 82.3 82.72 82.52  
f1 0.49 0.52 0.46 0.48 0.38 0.4 0.39 0.3 0.4 0.32 

parkOuSP acc 83.4 83.48 83.88 83.69 74.94 72.91 81.7 83.3 83.44 83.47  
f1 0.06 0 0.12 0.19 0.27 0.25 0.16 0.02 0.01 0  
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The methods to learn the structure of a BN model from data are 
categorized as follows: (1) Constraint-based approaches aim at building a 
graph structure to reflect the conditional independence relations in the 
data that match the empirical distribution, (2) Score-based approaches 
aim at maximizing the likelihood of the data given the model based on 
score functions, (3) Hybrid approach which is the combination of the two 
above [24]. We prefer the score based approach over a constraint based 
approach since they are often more accurate [25]. In that aim, we use 
hill climb algorithm [26] with Bayesian Information Criterion (BIC) 
scoring function because it provides a graph with not too many arcs, 
which is important since we have a moderate amount of data. Parame-
ters are obtained by Bayesian estimator [27]. 

4.2. Target variables 

Among the list of variables (in Appendix A), 12 target variables 
(shown in bold) are selected for prediction since information about these 
risk factors is frequently not available outside of specialized fall pre-
vention services. The detection of these risk factors for fall contributes to 
evaluate the risk of fall and is essential to select the most useful rec-
ommendations. For some factors, it may also warn the physician that 

further investigation should be done, and in other cases, it may help to 
prevent future presence of that risk factor. 

4.3. Variable selection for each target risk factor 

In addition of using the complete set of variables to predict each 
target risk factor, we also use variable selection to remove non- 
informative or redundant predictors from the model. This approach 
prevents too large number of variables to slow the development and 
training of models. Many studies focus on the evaluation of the variables 
which are most affecting to a given risk factor (see for example about 
orthostatic hypotension [28], and about fear of falling [29]). In our 
study, we use the chi square method in order to identify a subset of 
variables associated with each of the target risk factors for fall. We 
consider a significance level of 0.05, which is the usual value, meaning 
that all the variables with a significance level of less than 0.05 are 
selected for a given target risk factor. We also compare the results with a 
significance level of 0.02 and it makes no change. 

Table 2 
List of figures representing the result of accuracy and f1 score for a given risk factor respectively. Horizontal axis represents the % of available observations .  

Accuracy F1 score Accuracy F1 score 
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4.4. Algorithm to predict risk factors for fall 

In order to estimate the risk factors based on available information, 
we build a BN model and compare the results with other classifiers, 

namely Logistic Regression (LR), Decision Tree (DT), Random Forest 
(RF) and Support Vector Machine (SVM). We first compare the results of 
the prediction using the complete set of variables and a specific subset 
obtained by variable selection as described above. Second, we achieve 
the prediction of the target risk factors based on partial observations, 
using a subset of randomly selected variables ranging from 10 up to 
100% of the whole set of variables. Fig. 2 shows a schematic diagram 
about the methodology to predict the presence or absence of the risk 
factors. The left and right parts present the algorithm using BN, and the 
other classifiers (LR, DT, RF and SVM) respectively. The approach is 
roughly the same on both sides, except that the BN model (graph and 
parameters) is learned only once whereas the other classifiers have to be 
learned again for each target variable and each subset of variable. To 
evaluate the prediction model performance we use 10-fold cross vali-
dation. In each fold, 10% of cases are used as testing set and 90% of cases 
as training set. Then we compute the average over these 10 fold eval-
uation. The above procedure is repeated for several sets of observations 
with different size. We use accuracy, precision, recall and f1-score to 
evaluate the performance of the classifiers, and we compare these results 
with those obtained by a baseline classifier. For the comparison of ac-
curacy (F1-score), we use a baseline classifier that always predicts the 
most frequent class (the positive class). 

We use pgmpy [30] to learn the structure and parameters for our BN 
model and Scikit-learn for other classifiers. Based on several tests of 
hyperparameters, the best results are obtained for logistic regression 
with L2 regularization and lbfgs solver, for decision tree with Gini im-
purity, 100 trees, for random forest with Gini impurity, and for support 
vector machine classifier with rbf kernel. 

5. Results and discussion 

In this section, we first compare the quality of the prediction of target 
risk factors based on specific subsets of variables and the complete set of 
variables. Second, we present the evolution of the prediction quality as a 
function of the amount of available observations. Then we discuss about 
why BNs are a good choice to evaluate the risk factors for fall in real 
situations. Finally, we present the combined graph of the BNs learned 
from data. 

5.1. Specific subset vs. complete set of variables 

Table 1 presents the difference between the results when using 
complete set of variables (45 variables) and a specific subset of variables 
selected using hypothesis testing for each risk factors. We compare the 
accuracy and f1-score for each risk factor shown in the first and second 
rows, respectively. The maximum value of accuracy for a given risk 
factor is shown in bold. 

Results in Table 1 shows that for 7 out of 12 target risk factors, the f1- 
score of classifiers using complete set of variables is slightly better than 
the specific subset of variables, with a difference of less than 3%. Since 
the difference is always very small, we can use any of the discussed 
scenario for prediction. We choose to use the complete set of variables 
because in our context where only partial information can be obtained, 
we have more chances to get the information about a given patient, since 
a piece of available information may partially compensate the absence 
of another element. We will discuss more about partial information 
below. 

5.2. Performance using complete set of variables 

Table 2 represents the accuracy (left) and f1-score (right) for our 
targets calculated using complete set of variables for different percent-
ages of available observations. The horizontal axis represents the per-
centage of randomly selected observations used to predict the target risk 
factor starting from 10% up to 100%. 

BNs provide roughly the same quality of results for the different 

Table 3 
List of variables and associated risk factors for fall (RFF) in the ontology.  

Category of 
RFF 

RFF Variable Short 
name 

Prevalence  

age greater 
than 80 

age greater than 
80 

agegt80   

sex sex sex   
body mass 
index 

BMI BMI4   

number of falls number of falls 
during the last six 
months 

nbChu2 58% 

precipitating 
factor 

factors linked 
with 
medication 

number of drugs nbMed3   

orthostatic 
hypotension 

orthostatic 
hypotension 

newHypoT 32.5%  

psychotropic 
drug 

at least 1 
psychotropic drug 

gt1psych  

predisposing 
factor 

balance 
impairment 

balance 
impairment 

trEq 74.5%  

gait 
impairment 

gait impairment trMar 83.3%  

sarcopenia deficit of 
muscular strength 
or muscle 
weakness in the 
lower limbs 

dfOuFaiM 66%  

loss of 
autonomy 

activities of daily 
living (ADL) less 
than 5 

ADLinf5 25.5%  

depression depression dep 28.4%  
neurological 
disorder 

stroke or TIA AVCAIT   

neurological 
disorder 

parkinson or 
parkinsonian 
syndrome 

parkOuSP 16.5%  

neurological 
disorder 

neurological 
disorder other 
than stroke, TIA, 
parkinson disease 
or dementia 

auTrNeur 70.1%  

cognitive 
impairment 
and dementia 

dementia 
(probable or 
confirmed or 
antecedent) 

demence 42.2%  

locomotor 
system 
disorder 

arthritis or 
rheumatoid 
arthritis 

arthPoly   

sensory 
disorder 

vision disorder trVision   

sensory 
disorder 

hearing disorder trAudit  

behavioral 
factor 

alcohol 
consumption 

alcohol alc   

fear of falling fear of falling peurTom 77.2%  
use of assistive 
device 

walking aids utiATM  

severity 
factor 

bone fragility fracture during a 
fall or vertebral 
collapse 

fracturA   

bone fragility confirmed 
osteoporosis 

osteoConf 19.2%  

bone fragility anti osteoporosis 
treatment 

newTrOst   

incapacity to 
get up off floor 

was able to get up 
off floor on his 
own 

aSuSeRel   

incapacity to 
get up off floor 

remained on the 
ground for more 
than one hour 

gt1hSol   

isolation lives alone vitSeul   
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target variables than the other classifiers with some variations according 
to the target risk factors for fall. None of the classifiers is clearly better 
than the others, even if LR provides sometimes slightly better results and 
DT most often slightly lower performance. For most of the variables, 
both accuracy and f1-score increase as the percentage of available ob-
servations increases. This illustrates clearly the influence of the quantity 
of observations on the ability to predict the presence of the risk factor. 
This increase is very clear for 4 out of the 6 variables whose prevalence is 
less than 50% (see Table 3): ADLinf5, dep, demence, osteoConf . For the 
variables parkOuSP and newHypoT, results are not good. For the vari-
ables whose prevalence is more than 50%, it seems that the behavior of 
most classifiers is to predict most often the presence of the risk factor, 
just as the baseline classifier. 

The results in Table 2 show that Bayesian networks and other 
classiers perform equivalently in terms of accuracy and f1-score. We are 
able to evaluate most of the risk factors (even with a low improvement 
compared to the baseline classifier). The best prediction is obtained for 
the loss of autonomy (ADLinf5) and osteoporosis (osteoConf) with a f1- 
score from 15 to 20% better than the baseline classifier when using 
the Bayesian network. At the opposite, for 3 risk factors (orthostatic 
hypotension (newHypoT), Parkinson disease (parkOuSP) and other 
neurological disorders (auTrNeur), no classifier allows to improve the f1- 
score or the accuracy of more than 1% compared to the baseline clas-
sifier. From the point of view of our experts, our set of variables does not 
include enough details about the class of drugs that are known to be 
predictive of orthostatic hypotension. Likewise, about the variable 
parkOuSP, the expert states that it is not predictable from our set of 
variables. 

5.3. Which classifier to use? 

Among the 45 variables selected for this study, an arbitrary number 
of them can be observed, whether they are targets or not. Moreover, risk 
factors are not independent of each other, meaning that when one of 
them is observed, it should be used to improve the evaluation of the 
others, in addition with other observed features. That situation makes it 
very difficult to use of usual classifiers because a new model would have 

to be learned for each target variable, and for each possible subset of 
observed variables. BN models allow to overcome that problem, since 
the same model can be used to evaluate any variable of the model, 
regarding any subset of observations. In addition, BNs allow to combine 
general statistical knowledge and specific individual information, and to 
update belief on any node from incomplete observations. These features 
exactly answer to the problem of predicting risk factors in real life sit-
uations. Another advantage of BN is that the model can be built both 
from data and expert knowledge which is very interesting in the context 
of health. It is also very important to make the model interpretable and 
understandable by the final user (general practitioners) since it con-
tributes to make the aiding system acceptable and augment the trust in 
results. So BN becomes a good choice to use because of the graphical 
representation that is easy to explain and understand. 

5.4. Interpretation of Bayesian network’s graph 

Fig. 3 shows the most frequent links between the 45 variables of the 
10 BNs learnt during the 10 fold-cross process. It only displays the arcs 
that appear in at least 8 graphs, without considering their direction. 
Since the BNs are learned from data, their graphs are not causal, and the 
same arc may belong to different BNs with opposite directions. For that 
reason, we focus on arcs without considering their direction in order to 
evaluate their meaning from a medical point of view. Following several 
interviews with two experts in fall prevention at Lille’s Hospital, it ap-
pears that most of these links are explainable: each link is either between 
a cause and a consequence, or between associated factors that make 
sense in medical knowledge. For example, the number of drugs taken 
daily (nbMed3) is linked in the graph with variables that refer to medi-
cations (newTrOst, diuretiq, gt1psych) and with diseases that require 
medication (cardiopathy, diabete, hypertension, pneumopathy). 

6. Conclusion and future works 

We have presented a BN model for the evaluation of risk factors for 
fall on the basis of general statistical information (dataset), the knowl-
edge about risk factors (ontology) and, partial observations for a given 

Fig. 3. A graph derived from one of the 10 BNs learnt during the 10 fold cross process: the arcs that belong to less than eight BNs have been removed, and the (single) 
arc that belong to eight (other) BNs has been added, after checking its direction. 
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person. 
The main lessons learned from this study are as follows:  

1. It is better to use the complete set of variables to build the model 
instead of using the specific subset to predict the risk factors for fall 
because, as shown in this study, the results using complete set of 
variables are slightly better than the other. Also, in real life situa-
tions, the number of observations can be different for each patient. 
So for each new patient we have to learn a new model using the 
available information that can be very time consuming.  

2. It is very important to have a deep understanding of the variables and 
their relationship for modeling so that the selection of variables can 
be done efficiently.  

3. Despite the prediction of risk factors for fall remains a challenge, the 
prediction of the presence or the absence of risk factors for fall from 
incomplete information is possible; the size of the data set to learn 
the classifiers and the characteristics of the population used for the 
data set are very important. 

This study has some limitations. First, we integrate the expert 
knowledge only at the level of the preprocessing of data, for feature 
selection, but not for the definition of the structure and the parameters 
of the BN. In future research, it would be interesting to take into account 
the knowledge of experts in order to provide a causal BN model. Second, 
we have a selection bias due to the fact that our data come from a 
population of people at high risk of falling. Thus, in future we will ensure 
that we have a larger database for our analysis. Finally, since the target 
risk factors for fall have unbalanced classes, we plan to test some 
methods to cope with that problem. 

Recall that fall prevention requires to provide a small number of 
recommendations depending on the risk factors present for a person. 
Thus the evaluation of risk factors is the basis of fall prevention. But it 
appears that evaluation of risk factors is not an easy task to perform, 
neither by humans, (it may require time, expertise, specific tests and/or 
devices), nor automatically, as experimented in this study. Based on the 
results and discussion presented, we propose Bayesian networks as a 
possible solution to predict the presence or absence of the risk factors for 
a given person for prevention of fall using the information available 
about the person (whether complete or incomplete). 
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Appendix A. Variable description 

The list of 45 variables obtained from the steps described in Section 3 
about data preprocessing and variable selection is shown in Table 3. The 
12 target variables are shown in bold. The first variables are direct 
features of the person (age, sex and body mass index), together with a 
specific individual factor which is the number of falls during the last six 
months. The following 27 variables directly represent the main risk 
factors for fall identified in the ontology. The remaining 13 variables 
concern secondary risk factors for fall and associated variables, and are 
as follows: diabete (diabete), unipedal stance test greater than 5 s 
(apUniGt5), cardiac arrhythmia(arythm), cardiopathy(cardiop), drives 

her car (conduit), difficulty using the toilets (difWC), diuretic (diuretiq), 
avoids going out by fear of falling(evitSort), get up and go test greater 
than 20 s (GUGOgt20), high blood pressure (HTA), lives in a retirement 
home (maisRet), podiatric problem (pbPodo), pneumopathy (pneumo), 
goes out of his/her house (sort), tobacco (tabac). All the variables are 
binary (yes: 1, no: 0), except the variables nbMed3 and BMI4 (discretized 
in 3 or 4 intervals). 
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