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Abstract: In this paper, authors propose an overview of flm@dhrd-feedback learning control systems
that can be adapted for human errors predictioBtate of the Art in existing approaches for machioke
feedback and/or feedforward learning control systésrpresented and a synthesis relevant for predict
purposes is detailed. The possible applicationldarning systems based on human errors applied to
Human Machine System (HMS) is then identified. A&dforward-feedback learning system applied to
car driving simulation in order to predict intemta human errors is proposed. The paper concludes o
relevant perspectives for feedforward-feedbackniegr systems to predict human errors and to inereas
HMS resilience facing unplanned disruptions in sgzortation.

Keywords Human Machine Systems, human error predictionnlagrsystems.

1. INTRODUCTION

A Human Machine System (HMS) is a system where the
human operators and machines cooperate to ensure an
optimal operation. Cooperation between human and
machine involves usually static knowledge and &0 &k
way for a decision maker to learn from the behandonf

the others (Vanderhaegen, 2010). In transport s)stéhe
risks of accidents are mostly due to human ertecdnical
factors are relatively well controlled. Human eromncept

is the capacity of human operators to not achidwer t
required tasks in predefined conditions or to acdhie
additional tasks that may damage the system safety.

Several human error analysis methods exist (Vardgdn
etal., 2011) but they are sometimes inefficient (assessm
of human error occurrence probability) and havewsho
their limits (results not homogeneous). This pgpeposed
a feedforward-feedback learning approach to préddintan
error by analysing human behaviour through prognasd
diagnosis function. The prognosis function leadsthe
identification of the possible evolutions of thestgm state
with or without actions. The diagnosis functionatek to
the explanation of the current system state reggrthe
previous ones.

HMS is regularly subject to external and/or intérna
disturbances. Systems engineering design try tizipate

and resist to these disruptions but may be vulter&d
critical or unexpected factors. Facing unexpecteents,
HMS have to manage its knowledge dynamically ineord

to overcome an issue. The system has to apply some
behaviour from a model which involves the capasitie
identify the state of a given process in order todpce

hypotheses on its evolution. Figure 1 details twmnan
behaviours approaches based on the diagnosis,
prognosis and/or the trial-and-error functions.

the

In the first approach, the current state can batified by
experience when system faces a known situations,Tau
prognosis on the future states of the system can be
determinede.g. by feedforward control, which is to assess
or predict the future states based on the curraté &ind
various parameters of HMS. If the current statenoaibe
identified, in case of an unplanned event occueearcof a
prognosis not possible, a diagnosis will be perfm.g.

by feedback control related to the previous stateshe
system in order to assess current one.

To sum up, if the current state of HMS can be ifiedt or
assessed by diagnosis, then a prognosis relatettheto
reachable future states is done in order to sajgotopriate
alternatives or reactions to recover from disruptio

The second approach focuses on the occurrencenefva
unforeseen or unprecedented situation. In this ,case
identification, prognosis and diagnosis are notsjibs.
Several behaviours can then be applied:

- The “trial-and-error” processj.e, performing
actions without knowing consequences on the
HMS and recovering erroneous ways. Actions can
be performed iteratively for repetitive systems
tasks, by experience or through a feedback-
feedforward control model.

- The “Wait and see” procesbke., waiting for the
consequences of a given action in order to identify
the current state of the controlled system.
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Figure 1. Human behaviour in response to unexpeastedts (adapted from Ouedraogalet2010a).

The purpose of the algorithm illustrated in Figdrés to
achieve the selection of the most appropriate radtere
and to define a new action plan with its associated
consequences that will be applied to HMS (Ouedragtgo
al., 2010a & 2010b). This paper focuses on the
feedforward-feedback learning control systems iteorto
predict human errors. Thus the second sectionigfpidper
details, through a State of the Art, the existipgraaches

of feedback and/or feedforward learning controlcesses
for machines by focusing on relevant ones for #tigly.
The final section presents the proposal made imgeof
feedforward-feedback approach in order to applorit
HMS during car driving simulation.

2. ASTATE OF THE ART IN FEEDFORWARD-
FEEDBACK LEARNING CONTROL SYSTEMS

The feedforward process aims at assessing the efutur
possible decisions regarding the current systemesstand
the management of the previous ones. The feediansked
recovering possible erroneous knowledge, at rafinin
knowledge or at creating new knowledge (Vanderhaege
2010). So the feedforward-feedback mechanism that
consists in using the current knowledge relatedrévious
activities in order to calculate the future ones.great
number of research works have proposed feedbadkorand
feedforward controllers using different methodider to
reach the mentioned objectives. There are frequbasgd
approach (related to iteration frequency) or terapbased
approach (related to timing process).

In Figures 2 & 3, the idea developed is to useaitee
learning control (ILC) to benefit from the repetéinature

of the tasks as experience gained to compensat¢héor
poor or incomplete knowledge of the plant model and
disturbance. The repeatability of the task deteemsithe
learning ability of the ILC. Essentially, the prsol

control structures also
configuration.

Xu etal. defined a formalism, given in equati¢h), of a
global ILC based system in (Xu &it, 2004b).

U :ui—1+G(q'Q—1) (1)

The previous and current cycle learning (PCCL)céte —
the previous and the current tracking errors aw®liued
into learning — was proposed with application toa#i-and-
beam system (Xu etl., 2004a).
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Figure 2. Block diagram of PCCL structure | (from %t
al., 2004a).

use a feedforward-feedback



The subscripti denotes theith iteration. Hence, the
reference signal, the output signal, the contrghai and
the error signal, denoted respectively, vi, u;, g, at theith
iteration. G,, Gy and Gy are respectively the transfer
functions of the plant, the feedback and the feediod
control compensators. The feedforward portion can b
designed in different ways and two configuratioh®6@CL
have been developed: structures | and 1.

The first one, PCCL structure 1, is shown in Fig@rand
the corresponding learning control updating lawgiien in
equation(2) in Table 1. The convergence condition for the
PCCL structure | is:

=||1+ G,Gy, —~G,Gy
|  1+G,G,

Q)
8
With p: a minimum threshold of the tracking error.

The second one, PCCL structure I, the feedforvgandion

is different. Lee etal. proposed a same structure for the
trajectory tracking of a linear Direct Current motwith
updating law given in equatiof8) in Table 1 (Lee eal.,

2000). The convergence condition for the PCCL $tmec
Il'is:

Hs,o<1. @8)

1-G,Gy

G
1+G G,

g

The essential difference between the two PCCL titres,
which can be exploit in learning performance, is #rror
through Gy, incorporated into the next updating in PCCL
structure I. PCCL structure | will be better tharusture Il

if and only if;

H1+ G,Gy, —G,Gy H < Hl—GpGﬁ H

<p<il 9)

(10)

For practical applications, PCCL structure Il is
recommended for it better performances; it manage |
feedforward controller@;) while structure | manage both

(Gt Grp)-

Jang etl. have proposed a feedback-feedforward structure
similar to PCCL structure Il, for sharp trackinghtml of a
manipulator robot, by employing an input satura@)
which limits the control input within a reasonatideund
(Jang etal., 1995). The corresponding learning control
updating law is equatiorf4) in Table 1. The class of
nonlinear systems to which the proposed learnitgse
can be applied is extended.

Lee and Lee used the recursive process of iteriaming
control technique to assess the current charatitsrand to
improve tracking control performance in batch psses
(Lee and Lee, 2007). The corresponding learningrobn
updating law is equatio¢b) in Table 1. The formalism can
be seen as a generalization of the previous ohesdntrol
is done regarding the previous errors at certawvelle
because of limited memory capacity.

Yan and Shiu proposed a combined feedback-feedfdrwa
controller and disturbance observer, depicted gufe 3,

designed for a direct drive motion control (Yan &stuiu,
2008). The digital disturbance observer is incluitedhe
proposed feedback—feedforward control structure to
compensate for disturbance (friction, cogging effecThe
corresponding learning control updating law is digua(6)

in Table 1.

Feedforward
Controller

Feedback

7 Yy
{ -  Plant
Controller g

Disturbance
Observer

I

Figure 3. Diagram of a combined feedback-feedfodwar
controller structure and a disturbance observem{firan
and Shiu, 2008).

Vanderhaegen edl. have proposed a framework for the
assessment of the consequences of human errord base
learning and prediction of the actions of a humparator
(Vanderhaegen edl., 2009). The corresponding learning
control updating law is given in equati@i) in Table 1.
These processes are modelled by using the iterative
learning control concept and by integrating it in a
feedforward-feedback approach.

ILC has become a competitive control method throtigh
development of different learning controllers foramy
applications, essentially in robotic operationsgeroical
processes and motor drive machines. Initially th@ input
signal is formed using the error from previousatems,
i.e, the inputuy; is computed using of cause the previous
input u;.,:

- And e; (Xu et al.,, 2004a)’s so-called previous

cycle learning (PCL).

- Orrecursivelye.;, 6., .. 6., (Lee and Lee, 2007).
Several authors have computed the inputusing the
current tracking errorg (Xu et al.,, 2004a)’'s so-called
current cycle learning (CCL). Recently it has been
proposed to combine the current ermyith the previous
onee.;, when formingy; (Xu etal., 2004a; Lee edl., 2000;
Jang efl., 1995; Xu efal., 2004b). This approach leads to
a causal relationship between the current errottla@éhput
signal. It can be seen that PCL and CCL are funitipa
complementary manner (Xu at., 2004a) with the aim to
improve the control performance through PCCL stret-
complementary role of feedback and feedforward
structures.



Table 1. Feedforward and/or feedback learning conwl formalisms.

References Formula

Principle

Xu etal., 2004a u=u_+ (Gﬁ -G, )Q—l +G,e

The use of current and previous
tracking errors e.4) and the

previous input u to assess the
current inputy;. The previous error
throughGy, is also use.

2)

Xu etal., 2004a
Lee etal., 2000;

U =u_ +Gse_, +Gye

Jang etl., 1995
with an input saturatoyp(.)

u = V(Vi =U, +fo €. +Gbe)

(3) The use of current and previous
tracking errors €e.,) and the
previous input  to assess the
current inputy;.

(4)

CoeandLee. 2007 =y, +Gy(6)+C,(6.) -

+G,le_,) )

The use of a recursive process to
assess the current characteristics.

Yan and Shiu, 2008 u=u LI u fb _uid

The assessment of the current input

(6) u regarding the current tracking
=Gy (Q—l’ ui—l) +Gye — Gy (Q—l’ ui—l) error and the previous couples;(
u.1) through a feedforward system
and a digital disturbance observer.
Vanderhaegen el., 2009y =e +G((e_,,u_,)(€_,,U._,).....(€,U,)) (7) The assessment of the current input

u; regarding the current tracking
error and the previous couples(

Ui.1)-

Vanderhaegen etl. have extended this approach by using
the previous couples€( U.j), ..., €, W)). The proposed
feedforward-feedback learning control systems hidnesr
updating laws mostly depend on current and/or previ
errors. According to equation(®8) and (9), the more the
systems errors are predicted and minimized to becom
within p (a minimum error threshold), the more these
systems learning capacity can be improved. In tmes
way, the prediction of human errors leads to the SHM
learning capacity and performance improvement.

Through the formalisms, the process output erraes a
determined:

For PCCL structure |, equatid¢8) leads to:

o - (1+ G,G;, - G,Gy

1+ Gprb
For PCCL structure Il, equatidf) leads to:

1-G, G
g =( : “]Q_l

We have observed from equati¢hl) and (12) that the
output errors prediction depends on both feedfodw&s)
and feedbackG,) processes. By managing the feedforward
and/or feedback systems, the error ratio througé th

]e.-l (11)

(12)

iterations is reduced. These principles can beiegdbr
human errors prediction (Vanderhaegealgt2009).

The formalisms, summarised in Table 1, are usedetl

with machines processes control (optimize robomotor
motion) during repetitive tasks — mostly trackingoes
performance control — by managing a static knowdedg
These control processes are not applied to problems
involving humans and do not managed knowledge in
unexpected or unprecedented situations.

The originality of (Vanderhaegen at., 2009)'s model is
that it is applied to HMS with the aim to prediatrhan
errors and to manage human behaviours even if human
errors in the protocol presented in next sectioe ar
intentional violations. It combines feedforwarddback
processes and use predefined knowledge that ioresa

or corrected regarding the observed previous csuple

A State of the Art has been realized to compartemtiht

structures of the feedforward and/or feedback legrn
control systems in order to select the more apjat®one

or to build an efficient one, for improving knowigel on

known situations and for creating knowledge relatedew

situations. In next section, a proposal to appsdferward-

feedback learning system in human machine trarsfant

system is presented.



3. TOWARDS AN APPLICATION OF
FEEDFORWARD-FEEDBACK LEARNING SYSTEM
TO PREDICT HUMAN ERRORS

All the described feedback-feedforward learning toan
systems are applied to technical systém, machine or
process, whereas around 70% of the accidents risgoat
are due to human errors. Thus, complex systemsotan
avoid risks of disaster without the assistance wman
operators due to his sense of adaptation. So weécaapply
the feedback-feedforward learning approach to Human
Machine System (HMS).

The general idea of the proposed model is to ust pa
experience of the system, both in success and-édatlases,

in order to predict actions of the human operatgy to
manage the occurrence of a perturbation. This regtioth

a Feedforward System (FFS) and a Feedback Syst®8) (F
based systems in Figure 4.

FBS: Feedback based system
FFS: Feedforward based system
HO: Human operator

Iteration i

o
Yy

FBS

i

A J

FFS

HO —&—» Process —@

Iteration i+1

FBS

Yy

0.
FFS

A

i+1

U,
HO ——@—> Process —®

>

>y

Figure 4. The feedforward-feedback learning system
statement (Vanderhaegen, 2010).

The transfer function of this feedforward-feedbékrning
system is given by equatid¢id) (Vanderhaegen ei., 2009)
in Table 1.

At a given iteratiori, the prediction of;; noted(; requires

the activation of the FFS system regarding the gssctate
represented by its outputs notedThese outputs relate to
the consequences of the human operators’ actiothen
process. They are anticipated or observed. The aosgn
between the real human decisions (noted u) and the
predicted decisions (noted Q) allows the dynamic
management and reinforcement of the knowledge
implemented into the FBS that integrates the daththe
decisions of the previous iterations.

The FBS is an iterative process that manages theermy
knowledge regarding the human actions and their
consequences on the process during the previaasidtes.

For each iteration, a new couple.;, u,) has to be
included into the system knowledge. A vectrcontains
the samem number of parameter¢a;, &, a, &, ..., a)-
Each parameter is supposed to be defined intotarvai of
values note®=[X min, Xnad @nd the actiom is supposed to
be represented into an interval of values n&itefD, 1].

Then, this feedforward-feedback learning system ha
applied to an experimental protocol on a car dgvin
simulation and compared to results obtained in
(Vanderhaegen edl., 2011). This experiment consists in
predicting barrier removal when controlling the ddeaffic
flow. A barrier removal is an intentional violatioelated to

a non-respect of a rule or a deactivation of a niect
system whereas this rule and this technical systere
designed to protect the controlled system from the
occurrence or the consequences of an undesiralgit ev
such as an accident. 44 subjects have participgatetis
experimental protocol: the priority-to-the-right rkar
removal situation. In this specific study, barrie@moval
means that the drivers did not give way to the alehi
coming from their right. The prediction concerns 61
iterations. 4 iterations are used to initialize flerative
learning system (ILC). The correct prediction raées up

to 90% with the two ILC implementations proposeuk t
case base reasoning system and the neural netysigas

The proposed model intends to combine predictivd an
learning capacities to increase the relevance & th
management of situations such as barrier removals
performed by the human operators. The formalismther
ILC process is based on the prediction of the ingut
current iteration by taking into account a dynamic
knowledge that contains a limited number of pashacios.
Performance of proposed feedback-feedforward lagrni
system will be evaluated across comparison withultgs
obtained in previous experiments.

Several prospective studies are planned. Firgtiglieation

of the proposed model to assess resilience of human
machine systems based on Enjalbertaktproposal for
evaluation of resilience by the use of safety iatbics for
transportation (Enjalbert et., 2010).



This may lead to answer two issues that will beettsped
during further works:

- How to manage HMS facing critical situations by
using predictions and reinforcing the most
successful alternatives present in the knowledge
base of the system.

- How to allow the transfer the human operator’s
knowledge into the machine’s one or vice-versa.

Secondly, in unforeseen situation, human operatoe, to
his adaptation skills, is the most reliable barfar safety.
We may implement on HMS an adaptation part related
human operator dynamics and evolutionary knowledge
instead of a static one. Future works aim to premeveral
extensions of this approach for improving the dyaif the
human error prediction process in unexpected $itoze.g.
by adding disturbance observer to take into accélMB
internal errors or using diagnosis tree (Chen aed,2007)
to controlled output variance of feedforward-feedba
control systems or by using previous erroes,(..., &)
instead of couples€(;, U.1), ..., €, W))-

4. CONCLUSION

This study presents the use of the concepts of the
feedforward-feedback learning control systems foman
errors prediction. A State of the Art in the exigti
approaches of feedback and/or feedforward learcdmgrol
processes is proposed by focusing on relevant fomehis
study. The synthesis of this overview is discudsaskd on
the application of such learning approaches to muereor
prediction. Finally, the original approach develd the
LAMIH laboratory is presented and will be extendied
further works. Improvements will focus on the gtialof
the human error prediction process and will beetbst
through two projects:

- The Information Technology for Error
Remediation And  Trapping Emergencies
(ITERATE) European project from the seventh
Framework Program, for the analysis of car and
train drivers behaviours.

- The REACT project financed by DGA (French
army) to help heterogeneous military units to learn
and to react face to unexpected events.
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