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An online differentiator is useful for several applications,

such as control laws based on derivatives of a signal,

estimation of unmeasured states and parameters [1]–[3]. The

well-known homogeneous differentiator [4] was proposed in

continuous-time and allow to estimate the first n derivatives of

a signal, if its n-th derivative has a known Lipschitz constant

L > 0. As the standard differentiator is implemented in

digital systems [5], a discrete-time version is implemented, for

instance the explicit and implicit discrete-time realizations in

[6]–[10]. Particularly, the implicit discrete-time differentiator,

proposed in [10], has a remarkable reduction of the numerical

chattering and preserves the main properties of the continuous-

time differentiator [4], i.e., homogeneity property, asymptotic

accuracy and convergence of its errors in finite-time to a

vicinity of the origin. The main drawback of the implicit-

discrete time differentiator is that the root of a polynomial has

to be calculated almost each iteration for its implementation.

The polynomial can not be calculated previous to its

implementation because one of its parameters is updated

each iteration. To implement this differentiator, in [10] was

proposed the Halley’s method [11], which converges to the

unique positive root of the polynomial with 3-order for a non-

restrictive set of initial conditions.

Although Halley’s method reduces the time required to

implement the implicit differentiator, Halley’s method needs

the evaluation of the function and its first two derivatives.

Then Halley’s algorithm has a quadratic time with respect

to n. Several algorithm has been proposed to reduce the

number of basic operations (time complexity [12]) required

to evaluate a polynomial and its derivatives, for instance,

Horner’s method [13], Shaw-Traub algorithm [14], and the

De Jong Van algorithm [15]. Other algorithms adapt or

precondition parameters [16], they will not be considered

because in this work the polynomials are updated each

iteration. On the other hand, the evaluation of the implicit

differentiator, after calculate the respective roots, presents a

cubic time, but it can be reduced to a quadratic time or

linearithmic time using Horner’s and the discrete Fourier

transform [17], respectively.

The first contribution of this paper is to introduce new

methodologies designed to implement the implicit discrete-

time differentiator [18] (HIDD), which allow to reduce the

time complexity of the differentiator. The second one is a

numeric comparative between them. This work is organized

as follows. In Section II, implicit differentiator is defined.

Additionally, Section III contains the proposed algorithms

for the implementation of implicit differentiator and its time

complexity is calculated. Section IV aims to compare the time

complexity of the algorithms and the simulation time for its

implementation. In Section V, the main results of the paper

are summarized and the future work is presented.

Let τ be the sampling time constant and defined as τ =
tk+1 − tk for k = 0, 1, 2, · · · . Then HIDD is defined by the

following equations:

zk+1 = Φ (τ) zk +B
∗ (τ) v (σ̃0,k+1) ,

v (σ̃0,k+1) = [Ψ0,n (σ̃0,k+1) · · · Ψn,n (σ̃0,k+1)]
T
,

Ψi,n(σ̃0,k+1) = −λn−iL
i+1

n+1 |σ̃0,k+1|
n−i
n+1 ξk.

(1)

For HIDD, zi,k+1 corresponds to the estimation of f i
0,k.

On the other hand, Φ (τ) and B
∗ (τ) have the following

representation:
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.

Regarding σ̃0,k+1 and ξk, they are calculated according to the

following lemma:

Lemma 1: ( [10]) Let al and bk be defined as:

al =
τn−l+1

(n− l + 1)!
λlL

n−l+1

n+1 , l = 0, . . . , n;

bk = −σ0,k −

n∑

l=1

τ l

l!
zl,k.

Then σ̃0,k+1 ∈ R and ξk is the unique pair (σ̃0,k+1, ξk)
defined conforming to the following 3 cases:

• If bk > a0, then ξk = {−1} and σ̃0,k+1 = − (r0)
n+1

∈
R

− where r0 is the unique positive root of the following

polynomial:

p (r) = rn+1 + anr
n + · · ·+ a1r + (−bk + a0) . (2)

• If bk ∈ [−a0, a0], then σ̃0,k+1 = 0 and ξk =
{
− bk

a0

}
.

• If bk < −a0, then ξk = {1} and σ̃0,k+1 = rn+1
0 ∈ R

+

where r0 is the unique positive root of the following

polynomial:

p (r) = rn+1 + anr
n + · · ·+ a1r + (bk + a0) . (3)

Note that under the assumption of a constant sampling

time τ , al, and the elements of Φ (τ) and B
∗ (τ) can be

calculated previous to the implementation of HIDD. Opposite

to the explicit discrete-time differentiators, HIDD requires

estimating roots of different polynomials each iteration. They

are estimated by using the Halley’s method, which implies

an evaluation of the polynomials (2), (3) and its first two

derivatives multiple times.

As it was mentioned previously, HIDD requires estimating

r0. In [10] the Halley’s method was proposed as a good

alternative, which experimentally needed 3 iteration to

estimate r0. It is applied as follows:

r0,j+1 = r0,j −
2 dp(r)

dr |r=r0,jp(r0,j)

2
(

dp(r)
dr |r=r0,j

)2

− d2p(r)
dr2 |r=r0,jp(r0,j)

.(4)

As p
(
(bk − a0)

1
n+1

)
> 0 and p

(
(−bk − a0)

1
n+1

)
> 0 for

the polynomials (2) and (3), then r0 ∈
[
0, (bk − a0)

1
n+1

]
and

r0 ∈
[
0, (−bk − a0)

1
n+1

]
, respectively. The above matches

with the Cauchy’s bound for the roots of a polynomial [13].

In [10] was demonstrated that the Halley’s method converges

monotonically to r0 with an convergence order 3, [11], for any

initial r0,0 belonging to the previous sets of initial conditions.

Hence, the following initial conditions were used:

r0,0 =

(
bk − a0

2

)1/(n+1)

, for bk > a0,

r0,0 =

(
−bk − a0

2

)1/(n+1)

, for bk < −a0.

As it was mentioned previously, the objective of this work

is to reduce the time complexity of HIDD. First, the variables

φi and b̄∗ are defined as:

φi =
τ i−1

(i− 1)!
,

b̄∗i,j =
τ j+1−i

(j + 1− i)!
λn−j+1L

j

n+1 ,

(5)

for i = 1, 2, · · · , n + 1 and j = i, i + 1, i + 2, · · · , n + 1. It

allows to rewrite (1) as follows:

• If bk > a0,

zi,k+1 =

n∑

j=i

φj−i+1zj,k + b̄∗i+1,j+1r
n−j
0 ,

i = 0, 1, · · · , n.

(6)

• If bk ∈ [−a0, a0],

z0,k+1 = bk +
n∑

j=0

τ j

j!
zj,k,

zi,k+1 = b̄∗i+1,n+1

(
bk

a0

)
+

n∑

j=i

φj−i+1zj,k,

i = 1, 2, · · · , n.

(7)

• If bk < −a0,

zi,k+1 =

n∑

j=i

φj−i+1zj,k − b̄∗i+1,j+1r
n−j
0 ,

i = 0, 1, · · · , n.

(8)

The number of additions and subtraction, NA and the

number of multiplications and divisions, NM , needed to

evaluate zi,k+1 directly, after obtain r0, are calculated as:

NA1(n) = (n+ 1)2,

NM1(n) =
n3

6
+ n2 −

1

6
n− 1.

Therefore, taking into account the (n + 1) assignations of

zi,k+1, the time complexity is given as:

T1(n) =
n3

6
+ 2n2 +

17

6
n+ 1,

which is a cubic time. On the other hand, the Halley’s method

is used recursively each iteration. To evaluate the derivatives

2.1. Halley’s Method 

3. Main Results 

3.1. Direct Evaluation 
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and its derivatives, one could storage the following variables

to reduce the number of operations.

cn+1 = n+ 1,

ci = iai, for i = 1, 2, · · · , n;

dn+1 = n(n+ 1),

di = i(i− 1)ai, for i = 2, 3, · · · , n.

(9)

Additionally, j̄ is defined as the number of iteration used

to estimate r0, then the number of additions, subtraction,

multiplications and divisions used to evaluate the polynomials

and its derivatives are given as:

NA2(n) = j̄ (3n+ 1) ,

NM2(n) = j̄

(
3

2
n2 +

3

2
n

)
.

Since Halley’s method is implemented 3 times each iteration

for HIDD, j̄ = 3. Therefore, taking into account the

assignation of values, the evaluation of (4), its initialization

and comparatives:

T2(n) =
9

2
n2 +

27

2
n+ 46. (10)

where one of the operations is a (n + 1)-th root and a for-

loop was considered. Hence, the complexity of the algorithm

is cubic and it is defined as:

T (n) =
n3

6
+

13

2
n2 +

110

6
n+ 48.

where the multiplications and subtraction needed to evaluate

bk were taking into account.

Although the variables φ·, b̄∗
·,·, c·, d· reduces the number

of basic operations, it does not reduce time complexity of

the realization (1) with respect to n. Based on the Horner

methodology, one could calculate zi,k as follows:

• If bk > a0

zi,k+1 =

n∑

j=i

φj−i+1zj,k + . . .

. . .+ (· · · ((b̄∗i+1,i+1)r0 + b̄∗i+1,i+2) · · · )r0 + b̄∗i+1,n+1.

i = 0, 1, · · · , n.
(11)

• If bk < −a0

zi,k+1 =

n∑

j=i

φj−i+1zj,k − . . .

. . .− (· · · ((b̄∗i+1,i+1)r0 + b̄∗i+1,i+2) · · · )r0 + b̄∗i+1,n+1.

i = 0, 1, · · · , n.
(12)

This methodology presents the following number of basic

operations:

NA3(n) = (n+ 1)2,

NM3(n) = n(n+ 1).

As Φ(τ) and B(τ) are Toeplitz matrix [19], the time

complexity of evaluate zi,k+1 could be reduce to a linearithmic

time (n logn) using the discrete Fourier transform. This

alternative will be analyzed in a future work. To evaluate

the polynomials and its derivatives, n is considered greater

than 1. Here two methodologies based on Horner’s method

are analyzed, the first one is evaluate the polynomials and

derivatives as follows:

p (r) = (· · · ((r + an)r + an−1) · · · )r + a0 ± bk,

dp(r)

dr
= (· · · ((cn+1r + cn)r + cn−1) · · · )r + c1,

d2p(r)

dr2
= (· · · ((dn+1r + dn)r + dn−1) · · · )r + d2.

(13)

The methodology (13) use the following number of basic

operations:

NA4(n) = j̄ (3n+ 1) ,

NM4(n) = j̄ (3n− 1) .

Similar to (10), one obtains:

T4(n) = 18n+ 43.

However, one could take advantage of the evaluation of p(r)

to evaluate
dp(r)
dr and

d2p(r)
dr2 with the following methodology

for n ≥ 2:

Fi+1 = rFi + an−i−1,

dFi+1 = rdFi + Fi+1,

ddFi+1 = rddFi + dFi+1,

for i = 0, · · · , n − 3, with F0 = r + an, dF0 = r + F0,

ddF0 = r + dF0, and the value of the evaluation is given as:

Fn−1 = rFn−2 + a1,

p(r) = rFn−1 + a0 ± bk,

dp(r)

dr
= rdFn−2 + Fn−1,

d2p(r)

dr2
= 2ddFn−2.

(14)

It increases the number of assignations and additions

but reduces the multiplications, therefore, one obtains the

following time complexity:

T5(n) = 36n+ 55.

3.2. Horner Method 
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Using the methodologies (11), (12) and (13) a quadratic

time is obtained, which is defined as:

T (n) = 2n2 + 24n+ 46.

If (14) is used instead of (13), the quadratic time is given

as:

T (n) = 2n2 + 42n+ 58.

Similar to the methodology (14), an algorithm designed to

calculate the normalized derivatives, 1
i!

dip(r)
dri , was proposed in

[14]. Even, the Horner method used to evaluate a polynomial

is a special case of this algorithm. It allows to reduce the

number of multiplication but add divisions, assignations and

additions. In this work a modified algorithm is used, which

relies on Shaw–Traub algorithm:

t1 = r, ti = ti−1r, for i = 2, 3, · · · , n;

T−1
i = an−itn−i, for i = 0, 1, · · · , n− 1;

T−1
n = a0 ± bk,

T 0
0 = tnr, T 1

1 = T 0
0 , T 2

2 = T 0
0 ;

T
j
i = T

j−1
i−1 + T

j
i−1, for j = 0, 1, 2; i = j + 1, · · · , n+ 1;

p(r) = T 0
n+1,

dp(r)

dr
=

T 1
n+1

t1
,

d2p(r)

dr2
= 2

T 2
n+1

t2
.

(15)

Since T 0
0 = T 1

1 = T 2
2 , two assignations could be avoided

if T 0
0 is used instead of T 1

1 and T 2
2 . Then the algorithm (15)

presents an linear time given as:

T6(n) = 30n+ 70.

Applying the algorithms (11), (12) and (15), HIDD presents

a quadratic time, which is given as:

T (n) = 2n2 + 36n+ 74. (16)

It is important to mention that in [20], the best parameters

for the family of algorithms presented in [14] were founded.

Then the time complexity (16) could be reduced tuning its

parameters but not its order. As Halley’s method does not

use higher-order derivatives, this work will not consider the

algorithm presented in [15], which improve the algorithm

proposed in [14] for the n+ 1 normalized derivatives.

In this section, two comparatives are presented. The first one

correspond to a graphical comparative of the required basic

operations of the algorithms. The second one is a comparative

of the time of simulation for the 4 methodologies proposed

in this work. The methodology composed of (4), (6), (7),

(8) and a direct evaluation of the polynomials is referenced

as direct evaluation, the methodology composed of (4), (7)

5 10 15 20 25 30
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12000

B
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 O

pe
ra

tio
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Direct Evaluation
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0
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Fig. 1. Comparative between the time complexity of the methodologies.

(11), (12) and (13) is referenced as half-Horner algorithm,

the methodology composed of (4), (7), (11), (12) and (14)

is referenced as Full-Horner algorithm and (4), (7), (11), (12)

and (15) is referenced as Shaw-Traub algorithm.

In this simulation the time complexity of the methodologies

are evaluated for 2 ≤ n ≤ 30. The results are presented

in Figure 1. One can see that the algorithm with less basic

operations is Half-Horner algorithm. Furthermore Shaw-Traub

and Full-Horner algorithm have less basic operations than

direct evaluation for n > 4. It is important note the difference

of Direct evaluation with respect to the other algorithms for a

value of n >= 7, 240 or more basic operations with respect

to Half-Horner algorithm.

Since the methodologies have a different proportion of basic

operations, this simulation aims to compare the time require

to simulate the algorithms. Additionally, an simulation without

the parameters defined in Equations (5) and (9) is simulated,

which is the same methodology than the direct evaluation

without the parameters φi, b̄
∗

i,j , ci and di. Here n = 3, n = 7
and n = 10 are considered, the values of the signal with

noise and the constants defined in (5) and (9) are calculated

previous to the simulation. The sampling time is selected as

τ = 0.001 sec and t = 2000, 10000, 25000, 50000 sec. The

results are presented in Tables I-III. The most efficient methods

with respect to the simulation time were the Half-Horner and

Full-Horner algorithms, both present a similar performance for

n = 3, n = 7 and n = 10. For n = 3, direct evaluation has a

better performance than Shaw-Traub, it contrasts to the results

obtained for n = 10, where Shaw-Traub algorithm reduces the

simulation time compared to direct evaluation. The above fact

matches with its time complexity.

Remark 1: Half-Horner and Full-Horner algorithms reduced

the simulation time more than 25 times for n = 10. It can be

seen in Table III. It comes from the use of the variables b̄∗i,j ,

φi, ci and di and a reduction of the time complexity.

3.3. Shaw–Τraub Algorithm 

4. Simulation 

4.1. Simulation I 

4.2. Simulation IΙ 
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2000 sec 10000 sec 25000 sec 50000 sec

Evaluation

without φi, 0.5963 sec 2.990 sec 7.470 sec 15.059 sec

b̄∗
i,j

, ci and di
Direct
Evaluation. 0.3578 sec 1.783 sec 4.475 sec 9.027 sec

Half-Horner. 0.3494 sec 1.753 sec 4.411 sec 8.896 sec

Full-Horner. 0.3496 sec 1.756 sec 4.407 sec 8.908 sec
Shaw-Traub. 0.3852 sec 1.922 sec 4.813 sec 9.661 sec

TABLE I
SIMULATION TIME OF THE ALGORITHMS FOR n = 3 AND τ = 0.001 sec.

2000 sec 10000 sec 25000 sec 50000 sec

Evaluation

without φi, 6.791 sec 33.808 sec 85.045 sec 169.95 sec

b̄∗i,j , ci and di
Direct

Evaluation. 0.486 sec 2.414 sec 6.035 sec 12.51 sec

Half-Horner. 0.466 sec 2.286 sec 5.729 sec 11.61 sec
Full-Horner. 0.457 sec 2.293 sec 5.763 sec 11.51 sec

Shaw-Traub. 0.503 sec 2.46 sec 6.210 sec 12.718 sec
TABLE II

SIMULATION TIME OF THE ALGORITHMS FOR n = 7 AND τ = 0.001 sec.

2000 sec 10000 sec 25000 sec 50000 sec

Evaluation

without φi, 14.312 sec 71.6 sec 179.37 sec 358.09 sec

b̄∗
i,j

, ci and di
Direct
Evaluation. 0.831 sec 4.192 sec 10.33 sec 20.527 sec

Half-Horner. 0.5437 sec 2.75 sec 6.858 sec 13.692 sec

Full-Horner. 0.5631 sec 2.807 sec 6.997 sec 14.139 sec

Shaw-Traub. 0.6101 sec 3.097 sec 7.767 sec 15.464 sec
TABLE III

SIMULATION TIME OF THE ALGORITHMS FOR n = 10 AND τ = 0.001 sec.

In this work four methodologies were designed to

implement the implicit discrete-time differentiator HIDD,

which rely on the Horner’s method and the Shaw-Traub

algorithm. 3 methodologies allow to reduce the time

complexity of the implicit differentiator with respect to n, i.e.,

they present a quadratic time instead of a cubic time. The

methodologies show a noticeable performance compared to an

direct implementation without the parameters φi, b̄i,j , ci and

di. However, the simulations show that Half-Horner and Full-

Horner algorithms reduce the number of basic operations and

its simulation time. Even, they reduced the simulation time of

the differentiator more than 25 times for n = 10. As future

work, the discrete Fourier transform and the methodology

proposed in [15] will be considered to reduce the time

complexity.
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