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This work presents the modelling of acoustic wave-based devices of various geom-
etries through a mapped orthogonal functions method. A specificity of the method,
namely the automatic incorporation of boundary conditions into equations of motion
through position-dependent physical constants, is presented in detail. Formulations
are given for two classes of problems: (i) problems with guided mode propagation and
(ii) problems with stationary waves. The method’s interest is demonstrated by several
examples, a seven-layered plate, a 2D rectangular resonator and a 3D cylindrical reso-
nator, showing how it is easy to obtain either dispersion curves and field profiles for
devices with guided mode propagation or electrical response for devices with station-
ary waves. Extensions and possible further developments are also given. C 2016 Au-
thor(s). All article content, except where otherwise noted, is licensed under a Creative
Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
[http://dx.doi.org/10.1063/1.4953847]

I. INTRODUCTION

Acoustic waves play a key role in many fields such as non-destructive testing (NDT) for mate-
rial inspection or evaluation and also, with the advances in reliability, structural health monitoring
(SHM) with continuous screening and early warning of defect growth and structural failure. Some
applications use bulk waves which cover only a small localized section of a structure but a ma-
jority of applications rely on guided waves which provide a complete coverage of the waveguide
cross-section. The applications are in aircraft, composite materials, pipeline and tank inspection.

All those applications encompass a great variety of geometries, plates, rods, hollow cylinders,
spheres, multilayer structures, layer or multiple layers on a half-space and curved surfaces. Accurate
and efficient numerical methods are needed to calculate the fundamentals of wave propagation in
such geometries, guided wave dispersion curves and associated field profiles. Among computational
methods that have been used are the transfer matrix approach developed by Thomson1 and the
global matrix method by Knopoff2 applicable to multilayered plates and cylindrical structures.3 The
global matrix method was proposed to overcome the problem of numerical instability of the solution
given by the transfer matrix method, known as the large fd problem when layers of large thickness
d are present and high frequencies f are being considered. This is crucial when inhomogeneous
waves are considered. The global matrix method is robust, it does not suffer from numerical
instability, but is computationally expensive in time and memory resources.

Later on, the transfer matrix method was improved to account for anisotropic materials and
damping.4,5 Also a new alternative method to overcome the numerical instability problem was
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proposed which consists in the introduction of a layer stiffness matrix associated with an efficient
recursive algorithm to calculate the global stiffness matrix for an arbitrary anisotropic layered
structure.6 A recursive surface impedance method was also proposed.7

With the matrix methods, a solution requires the determination of the roots of a characteristic
function established from equations of motion and continuity and boundary conditions. Efficient
numerical iteration techniques have to be employed to perform this search.3,8 With leaky waves or
with damped media, the wavenumber and the characteristic function become complex and the roots
search is very challenging. Alternatives to the classical solution of a characteristic function have
been proposed.9–11 They allow to compute real and complex wavenumbers via a classical matricial
eigenvalue problem obtained from the motion equations and the continuity and boundary conditions
along with the use of a polynomial expansion approach.

Functionally graded materials (FGM) are a specific class of heterogeneous materials . With
continuously varying physical properties, these materials exhibit interesting mechanical and/or ther-
mal behavior and are developed in nature (wood, bone...) and industry processes. Transversely
continuously inhomogeneous waveguides can be dealt with thanks to a matrix method by approx-
imating the waveguide material by successive layers of homogeneous materials whose properties
vary slowly from layer to layer and whose thickness is small compared to wavelength. A major
drawback of the process is that it involves, by modelling the FGM by homogeneous layers, an
approximation before any calculation. An alternative method consists in using geometrical integra-
tors in the form of a Magnus expansion12 to compute the transfer matrix for a thin vertically nonho-
mogeneous layer and an efficient recursive algorithm to compute from the thin layer solution the
wave propagation solution for an arbitrary FGM layered structure. For an overview on approximate
methods appropriate to FGM, see Ref. 12 and references herein. Two alternative approaches without
using a multilayered model for the FGM were proposed. The first one takes advantage of the knowl-
edge of an analytical solution of the wave equation, the matricant, which is explicitly expressed
via the Peano series expansion13–15 and uses a general method based on the Stroh’s formalism.16

A specific advantage of the method is that it allows to evaluate the degree of round-off error and
the validity domain. The second one uses polynomials to express spatially varying properties and
elastic fields and a mapped orthogonal functions technique.17–20 The latter was also extended to
waveguides of arbitrary cross-sections.21

Alternative methods based on finite elements have also been developed to compute the funda-
mentals of wave propagation in heterogeneous and inhomogeneous waveguides of arbitrary cross-
section. The most popular is the semi-analytical finite element (SAFE) method which requires the
finite element discretization of the cross-section of the waveguide and assumes harmonic motion
along the wave propagation direction.22,23 An interesting review on SAFE method can be found in
Ref. 24 where various improvements given to the initial SAFE method to deal with specific cases
are addressed, for instance non propagative modes, leaky modes and damped modes.

So far, we only considered ultrasonic devices which can be regarded as of unbounded extent in
at least one spatial dimension and involve propagative waves. But acoustic waves also play a key
role for ultrasonic devices of finite extent in one or several spatial dimensions and which involve sta-
tionary waves. Applications are numerous with the development of microelectromechanical systems
(MEMS) which allow miniaturized elements and improved performance. We can cite resonators,
oscillators, transformers, filters, biological sensors, devices for control and manipulation of particles
in suspensions or droplets in emulsions.

Surface acoustic waves (SAW) and bulk acoustic waves (BAW) are widely used for all these
applications. Telecommunication industry with the tremendous growth of mobile communications
makes extensive use of resonators and filters with GHz operating frequency range. Numerous
models have been developed to predict the behaviour of SAW and BAW devices in response to
external loads: P-matrix model25 and coupling-of-modes26 (COM) for SAW devices, matrix model27

for BAW devices and for both of them equivalent circuit model,28,29 mapped orthogonal functions
model30,31 and finite element method (FEM).32,33 The FEM is always interesting because it can
handle complicated geometries and electrode patterns of real device structures but can sometimes be
computationally intensive.
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This paper aims at explaining the fundamentals of the mapped orthogonal functions method
and reviewing all its potentialities in characterizing the acoustic wave-based devices with guided
mode propagation and with stationary waves.

In section II, it is shown how, for the mapped orthogonal functions method, boundary condi-
tions are automatically incorporated into equations of motion through the device of position-
dependent physical constants. In section III, the method of solution is described for acoustic
wave-based devices first with guided mode propagation and second with stationary waves. In
section IV, the method is applied to obtain first the dispersion curves in a seven-layered plate and
second resonance and antiresonance frequencies along with electrical impedances of rectangular
and cylindrical resonators. In section V, we discuss some extensions and address possible further
developments of the method.

II. BOUNDARY CONDITIONS

A specificity of the mapped orthogonal functions method is to automatically incorporate the
mechanical and electrical boundary conditions into the equations of motion through position-
dependent physical constants rather than having recourse to a characteristic equation. The theoret-
ical bases of this specificity have never been presented. Datta and Hunsinger34 just mentioned that
the position-dependent physical constants, when substituted in field equations, lead through deriv-
atives to delta functions multiplying the normal-stress components, thus ensuring that the normal
stress is zero at the boundary.

The theoretical bases are detailed here for mechanical and electrical boundary conditions and it
is shown how position-dependent physical constants can fulfil this role.

A. Stress-free boundary condition

The translational equation of motion for a vibrating medium is given by

∇ • T (r, t) = ρ (r) ∂
2u (r, t)
∂t2 , (1)

where T, ρ and u denote respectively stress, mass density and mechanical displacement evaluated
at the time t at the point P given by the position vector r = (r1,r2,r3). The left-hand side of Eq. (1)
represents the divergence of stress defined by the relation35

∇ • T (r, t) = lim
δV→0

�
δS

T (r, t) .n dS

δV
, (2)

where δV is an elemental volume in some orthogonal coordinate system and δS is the surface
enclosing this volume δV . n denotes an outward-directed unit vector.

If we study acoustic vibrations in a material body occupying a volume V with a stress-free
bounding surface S, Eq. (1) can, for the purpose of incorporating the stress-free mechanical bound-
ary condition into the equations of motion, be written

∇ • [ f (r) T (r, t)] = ρ (r) f (r) ∂
2u (r, t)
∂t2 , (3)

where

f (r) =



1 if P is within the body, bounding surface included
0 if P is outside the body

.

The function f (r) describes the region occupied by the material body. Given a well known vector
identity, Eq. (3) can be written

[∇ f (r)] • T (r, t) + f (r) [∇ • T (r, t)] = ρ (r) f (r) ∂
2u (r, t)
∂t2 , (4)
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where with regard to the definition of f (r)
∇ f (r) = −n δS, (5)

with δS the Dirac delta-function.
For any point inside the volume V , bounding surface excluded, Eq. (4) restitutes with f (r) = 1

and ∇ f (r) = 0 the usual equation of motion given in Eq. (1). To see how the f (r) function en-
sures the stress-free boundary condition on the outer surface, it is necessary to come back to the
divergence of stress. Let us evaluate it on an elementary box of volume Vbox as shown in Fig. 1.

The top surface of the box St belongs to the stress-free surface and the box thickness is infin-
itesimal. Ss and Sb denote respectively the side and bottom surfaces. Let us evaluate Eq. (4) with
integration over the volume of the box$

Vbox

{[∇ f (r)] • T (r, t) + f (r) [∇ • T (r, t)]} dV =
$
Vbox

ρ (r) f (r) ∂
2u (r, t)
∂t2 dV . (6)

The first term of the left-hand side, by taking advantage of δS, gives$
Vbox

[∇ f (r)] • T (r, t) dV =
$
Vbox

−n δS • T (r, t) dV =
"
St

-n T (r, t) dS

and the second term by applying the divergence theorem$
Vbox

f (r) [∇ • T (r, t)] dV =
"
St

n T (r, t) dS +
"
Sb

−n T (r, t) dS +
"
Ss

T (r, t) dS.

The contribution from the side of the box is negligible since its height is infinitesimal. The
right-hand side of Eq. (6) would be zero since the volume of the box is infinitely small. Thus Eq. (6)
leads to "

Sb

−n T (r, t) dS = 0. (7)

Assuming that the cross-sectional area of the box is small enough that the stress is constant across
the bottom surface then the normal stress vanishes on and near the bounding surface.

In conclusion, thanks to the function f (r), Eq. (3) incorporates both Newton’s second law
Eq. (1) and the stress-free boundary condition.

B. Electrically free boundary condition

For piezoelectric materials, the same device can be applied with the Maxwell equation

∇ • D = 0 (8)

to impose, when the electric fields outside the body are assumed to vanish, the electric boundary
condition Dn = 0 for the normal electric displacement Dn at the electrically free bounding surface.

In theory the electric fields are nonzero outside the body but the error introduced by this
assumption is small because most piezoelectric materials have a high dielectric constant.22 For

FIG. 1. Elementary box for the evaluation of the divergence of stress.
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simple geometries, for instance semi-infinite crystals or plates, it happens that the analytical
solving of Laplace’s equation is possible and the normal electric displacement in free-space,
Dn (free space), can be calculated. It is then easy to avoid the above approximation Dn = 0 by using
D′n = [Dn − Dn (free space)] rather than Dn in the Maxwell Eq. (8). This has been largely used with
matrix methods36 to impose an exact electrical boundary condition each time the free space electric
displacement can be calculated by the Laplace’s equation.

In conclusion, here also thanks to the function f (r), Gauss’ law Eq. (8) incorporates the
electric boundary condition on the bounding surface.

C. Externally applied normal mechanical force

The case of an externally applied normal mechanical force can be easily taken into ac-
count. If we replace the first term on the left-hand side of Eq. (4) [∇ f (r)] • T (r, t) by [∇ f (r)]
• {T (r, t) − Text (r, t)} where Text (r, t) denotes the external mechanical boundary excitation, Eq. (6)
leads to T (r, t) = Text (r, t) on and near the bounding surface, which reveals the contribution of the
external mechanical source.

D. Position-dependent physical constants

The function f (r) can be incorporated into the motion equations by means of position-
dependent physical constants in the constitutive relations,37 stiffness tensor c, piezoelectric tensor e,
permittivity tensor ε, and mass density ρ

Ti (r) = cstr
ij (r) Sj (r) − estr

ij (r) E j (r) , (9a)

Di (r) = εstr
ij (r) E j (r) + estr

ij (r) Sj (r) , (9b)

with Sj (r) the components of strain tensor and E j (r) the components of electric field. The super-
script str represents the effective quantity of the structure.38 The contracted Voigt notation is
used. Summation over repeated indices is implied throughout this paper. It is assumed that the
position-dependent physical constants are nonvanishing only inside the body.

If we consider a uniform material body with a stress-free bounding surface, this gives

cstr
ij (r) = cij . f (r) ,

estr
ij (r) = eij . f (r) ,

εstr
ij (r) = εij . f (r) ,
ρstr (r) = ρ . f (r) ,

where f (r) describes the region occupied by the body and cij, eij, εij and ρ are the physical constants
of the uniform material constituting the body. The constitutive equations are then written as

Ti (r) = �
cijSj (r) − eijE j (r)� f (r) , (10a)

Di (r) = �
εijE j (r) + eijSj (r)� f (r) . (10b)

For a non uniform body, multilayered or graded for instance, the device of position-dependent
physical constants17,30,38 can also be easily dealt with and the constitutive equations become

Ti (r) = �
cij (r) Sj (r) − eij (r) E j (r)� f (r) ,

Di (r) = �
εij (r) E j (r) + eij (r) Sj (r)� f (r) ,

where cij (r), eij (r) and εij (r) describe the materials and f (r) the region occupied by the structure.

III. METHOD OF SOLUTION

The mapped orthogonal functions method works whatever the coordinate system adopted, in
general chosen to suit to the geometry of the problem under study. So in the constitutive relations
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Eqs. (9a) and (9b), the strain components must be expressed with respect to the chosen coordinate
system.

In rectangular Cartesian coordinates with r = (x,y,z) and u =
�
ux,uy,uz

�
, the strain components

are

*...........
,

S1

S2

S3

S4

S5

S6

+///////////
-

=

*........................
,

∂ ux

∂ x
∂ uy

∂ y
∂ uz

∂ z
∂ uy

∂ z
+
∂ uz

∂ y
∂ ux

∂ z
+
∂ uz

∂ x
∂ ux

∂ y
+
∂ uy

∂ x

+////////////////////////
-

, (11a)

in cylindrical coordinates with r = (r,θ,z) and u (ur,uθ,uz)

*...........
,

S1

S2

S3

S4

S5

S6

+///////////
-

=

*.......................
,

∂ ur

∂ r
ur

r
+

1
r
∂ uθ

∂ θ
∂ uz

∂ z
∂ uθ

∂ z
+

1
r
∂ uz

∂ θ
∂ ur

∂ z
+
∂ uz

∂ r
1
r
∂ ur

∂ θ
+
∂ uθ
∂ r
− uθ

r

+///////////////////////
-

(11b)

and in spherical coordinates with r = (r,θ,ϕ) and u
�
ur,uθ,uϕ

�

*...........
,

S1

S2

S3

S4

S5

S6

+///////////
-

=

*........................
,

∂ ur

∂ r
ur

r
+

1
r
∂ uθ

∂ θ
ur

r
+

cot (θ)
r

uθ +
1

r sin (θ)
∂ uϕ
∂ ϕ

1
r sin (θ)

∂ uθ

∂ ϕ
+

1
r
∂ uϕ
∂ θ
− cot (θ)

r
uϕ

1
r sin (θ)

∂ ur

∂ ϕ
+
∂ uϕ
∂ r
−

uϕ
r

1
r
∂ ur

∂ θ
+
∂ uθ

∂ r
− uθ

r

+////////////////////////
-

. (11c)

In what follows, in order to keep generality irrespective of the coordinate system, we denote r1, r2

and r3 the coordinates.
The studies of acoustic wave-based devices making use of position-dependent physical con-

stants have recourse to a mapped orthogonal functions method developed by A.A. Maradudin and
his colleagues.39 We will focus on two types of structures:
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• first type relating to a structure with propagation of the guided wave in a direction given by the
wave vector k. This first type will be illustrated on a multilayered plate,

• and a second type relating to structures with stationary wave. This second type will be illus-
trated on both a 2D rectangular resonator and a 3D cylindrical resonator with transversal
isotropy. We adopt the quasistatic approximation

E = −grad (φ) , (12)

where φ denotes the electric potential.

A. Acoustic wave-based devices with guided wave, r1 propagation

To obtain the dispersion relation, it is necessary to solve both the equation of motion and
the Maxwell equation respectively Eq. (1) and Eq. (8) which govern the wave propagation in the
device. For the steady-state solution, we assume the mechanical displacement components ua and
the electric potential φ are of the form

ua (r1,r2,r3, t) = Ua (r2,r3) exp [ j (kr1 − ωt)] , (13a)
φ (r1,r2,r3, t) = Φ (r2,r3) exp [ j (kr1 − ω t)] , (13b)

where Ua and Φ are the magnitudes of the fields and ω the radian frequency. The subscript a takes
on the values 1, 2 and 3. The wave propagates in the r1 direction and the structure is assumed
infinite in that direction. For the other two directions r2 and r3 we assume r2 min ≤ r2 ≤ r2 max and
r3 min ≤ r3 ≤ r3 max without restrictions on the values of r2 min, r2 max, r3 min and r3 max , some of which
can be infinite.

The field quantities are assumed to exist only inside the body so they have to be expanded in a
double series of polynomials Pm (r2) and Qn (r3) chosen orthonormal and complete in the respective
regions r2 min ≤ r2 ≤ r2 max and r3 min ≤ r3 ≤ r3 max

Ua (r2,r3) =
∞

m=0

∞
n=0

pa
mn Pm (r2) Qn (r3) , (14a)

Φ (r2,r3) =
∞

m=0

∞
n=0

rmn Pm (r2) Qn (r3) , (14b)

where pa
mn and rmn are the expansion coefficients. Even if not compulsory and not presented

here in the interest of simplification, it is interesting to map the space intervals [r2 min,r2 max] and
[r3 min,r3 max] to the orthogonality intervals of the classical orthogonal polynomials, for instance
[−1,+1] for Legendre polynomials and [0,+∞[ for Laguerre polynomials. The steps of the solving
are as follows:

i) Eqs. (14a) and (14b) are substituted:
a. In the relevant strain-displacement relation Eq. (11a) or (11b) or (11c) depending on

the involved coordinate system, this gives the strain components.
b. In Eq. (12) which gives the electric field components.

ii) Strain and electric fields components are substituted in the constitutive relations Eqs. (9a)
and (9b). The position-dependent physical constants cij (r2,r3), eij (r2,r3) and εij (r2,r3) along
with the function f (r) describe both the materials and the geometry of the acoustic wave-
based device. For illustration purposes, for a homogeneous medium with a stress-free open-
circuit bounding surface occupying the infinite half space given by the equation r2 ≥ 0,
f (r) = H (r2) where H denotes the unit step function and for a homogeneous medium
under the form of a stress-free open-circuit plate occupying the space 0 ≤ r2 ≤ h, f (r)
= π0,h (r2) where π0,h (r2) denotes the window rectangular function defined as π0,h (r2)
=
1 if 0 ≤ r2 ≤ h

0 elsewhere . In case of a short-circuit bounding surface, there is no constraint on the
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normal electric displacement field, so in Eq. (10b) we must remove f (r) and in Eq. (10a),
we must keep f (r) to impose the stress-free boundary condition.

iii) Stress and electric displacement components are substituted in Newton’s second law Eq. (1)
and in Gauss’ law Eq. (8).

iv) We then use the orthonormality of the {Pm (r2)} and {Qn (r3)}: we multiply Newton’s sec-
ond law and Gauss’ law by {Ps (r2)} and {Qt (r3)} and we integrate over r2 from r2 min to
r2 max and r3 from r3 min to r3 max. This gives rise to the following equations for the expansion
coefficients pa

mn and rmn

IIab
mnst (k) pb

mn + JJa
mnst (k) rmn = −ρω2 MMmnstpa

mn, (15a)

GGb
mnst (k) pb

mn + KKmnst (k) rmn = 0, (15b)

where the matrices II, JJ, GG and KK are functions of the wavenumber k. Eq. (15b) gives

rmn = −KK−1
mnst (k) GGb

mnst (k) pb
mn. (16a)

By substituting rmn into Eq. (15a) we get an eigenvalue matrix for the expansion coefficients pb
mn

�
IIab

mnst (k) − JJa
mnst (k) KK−1

mnst (k) GGb
mnst (k)

�
pb

mn = −ρω2 MMmnst pa
mn. (16b)

Eq. (16b) can be solved numerically by standard routines with, as input variable, k real and as
output variable ω real. In practice, the infinite summations in Eqs. (14a) and (14b) are truncated at
some numbers M and N which yields 0 ≤ m, s ≤ M and 0 ≤ s, t ≤ N . The dimensionality of the
matrix Eq. (16b) is therefore {3 × (M + 1) × (N + 1)} × {3 × (M + 1) × (N + 1)}. The solutions
are assumed to converge when there is no appreciable change in the eigenvalue ω as M and N are
increased.

Dispersion curves ω = f (k) are easily obtained. The field distributions are calculated as linear
combinations of orthonormal polynomials from Eqs. (14a) and (14b), the coefficients pa

mn and rmn

being obtained from the eigenvectors in Eqs. (16a) and (16b).

B. Acoustic wave-based devices with stationary wave

The mapped orthogonal functions method can be used to model devices with stationary wave
such as resonators and transformers. We will illustrate this on a 2D rectangular resonator and a 3D
cylindrical one. We assume they both consist of a hexagonal uniform piezoelectric layer belonging
to the 6 mm class with its c axis along r3. The layer is assumed sandwiched between two thin ideal
metal electrodes without stiffness and mass. The voltage applied to the resonator between the upper
and lower metallized bases is

V (t) = V0 e j ω t . (17)

Two analyses can be carried out for stationary guided acoustic wave-based devices: a free
vibration analysis which yields resonant frequencies and mode shapes (modal analysis) and a forced
vibration analysis which yields electrical response. Both analyses will be addressed.

1. 2D rectangular resonator and boundary conditions

The geometry of the 2D rectangular resonator calls for a Cartesian coordinate system (r1,r2,r3).
We limit our study to a uniform 2D rectangular resonator and we assume a structure infinite in the
r2 direction with no variation in that direction. The resonator is defined by the equations 0 ≤ r1 ≤ L
and − h

2 ≤ r3 ≤ + h
2 as shown in Fig. 2.

All the surfaces of the rectangular resonator are stress-free so in Eq. (10a)

f (r) = π0,L (r1) × π− h
2 ,+

h
2
(r3) .
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FIG. 2. Configuration of the rectangular resonator.

The normal electric displacement field must vanish only on the lateral surfaces so in Eq. (10b)

f (r) = π0,L (r1) .

2. Cylindrical resonator and boundary conditions

We also model a uniform 3D cylindrical resonator shown in Fig. 3. The geometry of the reso-
nator calls this time for a cylindrical coordinate system (r1,r2,r3). The resonator is defined by the
equations 0 ≤ r1 ≤ R and − h

2 ≤ r3 ≤ + h
2 .

All the surfaces of the cylindrical resonator are stress-free so in Eq. (10a)

f (r) = ΓR (r1) × π− h
2 ,+

h
2
(r3) ,

with

ΓR (r1) =



1 if 0 ≤ r1 ≤ R
0 elsewhere

.

The normal electric displacement field must vanish only on the lateral surface so in Eq. (10b)

f (r) = ΓR (r1) .

FIG. 3. Configuration of the cylindrical resonator.
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3. Mechanical displacement and electric potential

For both resonators, the mechanical displacement components and the electric potential are
chosen of the form

ua (r1,r3, t) = Ua (r1,r3) e j ω t, (18a)

φ (r1,r3, t) =

V0

r3

h
+

(
r2

3 −
h2

4

)
Φ (r1,r3)


e j ω t . (18b)

The analytical form of the electric potential is chosen in order to incorporate in the equations of
motion the electric source V (t) of Eq. (17) applied between the electrodes of the resonator

φ

(
r1,r3 = +

h
2
, t
)
− φ

(
r1,r3 = −

h
2
, t
)
= V (t) .

The field quantities are assumed to exist only inside the resonator and are expanded in a double
series of orthonormal polynomials in r1 and r3

Ua (r1,r3) =
∞

m=0

∞
n=0

pa
mn Pm (r1) Qn (r3) , (19a)

Φ (r1,r3) =
∞

m=0

∞
n=0

rmn Pm (r1) Qn (r3) , (19b)

with 0 ≤ r1 ≤ L for the rectangular resonator, 0 ≤ r1 ≤ R for the cylindrical resonator and − h
2

≤ r3 ≤ + h
2 for both resonators. The sets of polynomials {Pm (r1)} and {Qn (r3)} must be chosen

complete in their respective intervals of the coordinates r1 and r3. The potential Φ (r1,r3) from
Eq. (19b), when incorporated into Eq. (18b) will allow, through the rmn

′s, to fit the electric potential
gradient within the resonator.

4. Analytical solutions

The steps of the solving are similar to those described for the acoustic-wave-based devices with
guided waves except that there is no wave number and no unknown radian frequency, there is only
one system solution. Eqs. (15a) and (15b) are replaced by

IIab
mnst pb

mn + JJa
mnst rmn + Fa

st V0 = −ρω2 MMmnst pa
mn, (20a)

GGb
mnst pb

mn + KKmnst rmn + Gst V0 = 0. (20b)

Substituting Eq. (20b) into Eq. (20a) yields
�
IIab

mnst − JJa
mnstKK−1

mnstGGb
mnst

�
pb

mn +
�
Fa

st − JJa
mnstKK−1

mnstGst
�

V0 = −ρω2MMmnstpa
mn. (21)

According to Ampere’s law, the displacement current density through the piezoelectric resonator is

J =
∂ D3

∂t
= j ω D3

and the electric current I0 in the resonator of cross-section S, spatially averaged through the thick-
ness h of the resonator, is given by

I0 = − j ω
1
h

+ h
2

− h
2

"
S

D3 (r1,r3) dS dr3.

The electric current is independent of the r3 coordinate. Averaging over r3 improves the numerical
convergence process.40 Using the expression of D3 defined in Eq. (9b), we get

I0 = j ωC
�
V0 + GGb

mn pb
mn
�
, (22)
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with C the clamped capacitance of the resonator

C =
ε33S

h
.

a. Harmonic analysis. The objective is to calculate the electric input admittance of the reso-
nator. Using Eq. (22), we get

Y =
I0

V0
= j ωC


1 +

1
V0

GGb
mnpb

mn


. (23)

b. Modal analysis. Our goal here is to calculate the resonance and anti-resonance frequen-
cies and the associated field profiles. The resonance frequencies ωr are obtained by vanishing the
voltage source, V0 = 0, in Eq. (21)

�
IIab

mnst − JJa
mnstKK−1

mnstGGb
mnst

�
pb

mn = −ρω2
rMMmnstpa

mn.

The antiresonance frequencies ωa are obtained by vanishing the current I0 = 0.
Eq. (22) gives

V0 = −GGb
mnpb

mn. (24)

Substituting Eq. (24) into Eq. (21) yields
�
IIab

mnst − JJa
mnstKK−1

mnstGGb
mnst − Fa

st GGb
mn + JJa

mnstKK−1
mnstGstGGb

mn
�

pb
mn = −ρω2

a MMmnstpa
mn.

Here again, in practice the infinite summations in Eqs. (19a) and (19b) are truncated with 0 ≤ m, s
≤ M and 0 ≤ s, t ≤ N . In both cases, the eigenvectors pb

mn allow the field profiles associated to the
resonance and antiresonance frequencies to be calculated.

IV. ILLUSTRATIONS

The illustrations do not aim at validating the mapped orthogonal functions method as this
has already been done through several literature papers for both acoustic wave-based devices with
guided waves34,38,39,41 and with stationary waves.30,31,42 The objective is rather to illustrate in a
same paper the potentialities of the method for various geometries and various regimes: first a
multilayered plate where the method gives, through a single calculation, all types of free ultrasonic
waves, Lamb-like and SH waves, second a 2D rectangular resonator which highlights the capability
of the mapped orthogonal functions method to give the forced response which includes both the
thickness and lateral parasitic resonances, the latter so important in a design process, and third a 3D
cylindrical resonator.

The physical parameters for the materials used for the illustrations are given in Table I.
The mapped orthogonal functions method does not suffer from the large fd problem.

A. Multilayered plate43

The multilayered plate consists of a topmost layer of AlAs followed by three GaAs/AlAs
bilayers as shown in Fig. 4.

The effective stiffness tensors are expressed as

cstr
ij (r) =




cAlAs
ij π0,h1 (r3) +

3
n=1


cGaAs

ij πh2n−1,h2n (r3) + cAlAs
ij πh2n,h2n+1 (r3)




π0,h7 (r3) .

The effective piezoelectric, permittivity tensors and mass density can be expressed similarly.
All layers are of equal thickness. The outmost surfaces are open-circuited surfaces. Figs. 5 and 6
present the dispersion curves, phase velocity as a function of the frequency-thickness product f h
where f denotes the frequency and h = h7 the plate thickness for respectively the Lamb-like and
SH plate modes in the seven-layered plate The waves are propagating in the [110] direction and the
plates surfaces are perpendicular to the Z crystallographic axis [001].
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TABLE I. Materials properties.

Parameter GaAs AlAs ZnO PZT5H
ρ (kg m−3) 5307 3760 5676 7500

Stiffness Constants Cij (x10+11 N/m2)
cE

11 1.188 1.202 2.097 1.26

cE
12 0.538 0.570 1.211 0.795

cE
13 1.051 0.841

cE
33 2.109 1.17

cE
44 0.594 0.589 0.425 0.23

cE
66 0.2325

Piezoelectric Constants eij (C.m−2)
e14 0.154 0.225
e15 -0.59 17
e31 -0.61 -6.5
e33 1.14 23.3
Relative Permittivity εij/ε0

εS11 12.5 10.06 8.335 1700

εS33 8.843 1470

The structure is symmetric, accordingly the wave motion occurs with either symmetric or anti-
symmetric field distributions. For the Lamb-like modes, we find two fundamental modes A0 and S0
without cut-off frequency. All higher-order modes end in a cut-off frequency and exhibit a complex
behavior where symmetric and antisymmetric modes cross one or several times. For the SH modes,
we find one fundamental mode without cut-off frequency while all higher-order modes end in a
cut-off frequency.

B. 2D rectangular resonator

Figure 7 presents as a function of the normalized radian frequency the calculated normalized
admittances Y1D and Y2D for two 2µm thick lossy ZnO bulk acoustic wave resonators respectively
laterally unbounded and bounded.44 The radian frequency is normalized by the fundamental thick-
ness antiresonance radian frequency and the admittance by jCω where C denotes the clamped
capacitance and ω the radian frequency. The width of the laterally bounded resonator is 200µm.
The losses are incorporated through a complex stiffness component [c33 + jωω33] with a viscosity

FIG. 4. Description of the multilayered plate.
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FIG. 5. Dispersion curves for Lamb-like plate modes in the seven-layered plate as a function of the frequency-thickness
product.

tensor component η33 = 11.96 × 10−3Pa.s. The mapped orthogonal functions method restitutes for
the laterally bounded resonator both the thickness and parasitic lateral resonances.

The mapped orthogonal functions method is also able to retrieve the modal frequencies. Table II
gives the first and third resonance and antiresonance frequencies for a 0.61 mm wide and 1.53 mm
thick PZT5H resonator calculated by the mapped orthogonal functions method and compared with
the experimental and theoretical ones taken from literature.45 The agreement is quite good.

FIG. 6. Dispersion curves for SH plate modes in the seven-layered plate as a function of the frequency-thickness product.
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FIG. 7. Normalized admittance of the rectangular resonator as a function of the normalized radian frequency (M=N=9).

C. Cylindrical resonator42

The normalized electrical input impedance is presented in Fig. 8 for thickness extensional
modes and in Fig. 9 for radial modes as a function of the normalized frequency Ω for a ZnO disc
with D/H = 300 where D denotes the diameter and H the thickness of the disc. The frequency is
normalized by the fundamental thickness resonance frequency. The analytical results are obtained
from a one-dimensional structural theory46 made possible by the transversal isotropy and the high
value D/H = 300.

The mapped orthogonal functions method is able to retrieve in a single calculation both the
thickness and radial modes. They are represented in two separate figures for a good readability of
the radial modes.

V. EXTENSIONS AND POSSIBLE FURTHER DEVELOPMENTS

For the sake of clarity, the method was presented for acoustic wave-based devices which allow
to use, for expressing the field quantities, a single set of polynomials over the entire structure. For
heterogeneous bodies with regions exhibiting a high contrast, a single set of polynomials gives rise
to a slow convergence owing to the fact that the mechanical displacement and the stress are infinitely

TABLE II. Modal frequencies for a PZT5H resonator.

Results Modes Resonance Antiresonance

Experimental45 1 0.91 MHz 1.22 MHz
3 2.45 MHz 2.51 MHz

Theoretical45 1 0.99 MHz 1.29 MHz
3 2.47 MHz 2.49 MHz

Mapped orthogonal functions method
1 0.94 MHz 1.26 MHz
3 2.48 MHz 2.52 MHz

 12 June 2024 09:19:39



065307-15 Lefebvre et al. AIP Advances 6, 065307 (2016)

FIG. 8. Normalized electrical input impedance for thickness extensional modes for a ZnO disc (D/H = 300, M = N = 10).

differentiable everywhere in space but at interfaces. This concern has already been addressed previ-
ously.9,41 The high contrast can originate from two contiguous distinct materials with very dissimilar
physical properties or from two regions of the same material with either distinct crystallographic
orientations or one region metallized and the other one non metallized. Adjacent electroded and un-
electroded regions may behave as very dissimilar materials. In fact this issue can be easily overcome
at the cost of a bigger dimensionality of the system matrix. The solution for a correct modelling of
discontinuities, as illustrated in previous papers,9,47,48 consists in using a distinct set of polynomials

FIG. 9. Normalized electrical input impedance for radial modes for a ZnO disc (D/H = 300, M = N = 12).
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for each region of the body with dissimilar materials or for each region with and without electrode
rather than a unique set of polynomials for the entire body. Apart from the study of convergence as a
function of the number of polynomials kept in the series expansions Eqs. (14a) and (14b) for devices
with guided waves and Eqs. (19a) and (19b) for devices with stationary waves, there is no obvious
criterion to decide if a single set of polynomials is appropriate to model a heterogeneous structure.
Indeed this key point would deserve a specific study but the problem is quite difficult. Each material
is characterized by a great number of physical constants, until 45 for a triclinic piezoelectric material
without taking into account other parameters such as mass density, thickness and boundary conditions.
Piezoelectric-piezomagnetic composite structures involve much more physical constants. Based on
the authors’ experience, it is important to underline that in a great majority of heterogeneous piezo-
electric structures, a single set of polynomials works quite well except if exact fields discontinuities
at interfaces are needed. We faced difficulties in two specific cases with no convergence: diamond
with silicon or ZnO, diamond always presents a very high contrast with any usual material used in
acoustic wave-based devices, and angle-ply laminated composite plates. Also in partially electroded
resonators, to obtain the parasitic modes, it is recommended to use a distinct set of polynomials for
each region, the electroded one and the non electroded one. In the case of use of more than three
distinct sets of polynomials for a heterogeneous structure, the preparatory mathematical manipulation
to implement the method in a computer code becomes cumbersome and it is recommended to have
recourse to a computer algebra system to facilitate the work. The presented tool is well suited for
modeling film bulk acoustic resonators and much less suitable for solidly mounted resonators which
include a greater number of layers and particularly a high contrast multilayer for the Bragg mirror.

The method was also presented for structures with regular geometries. In fact, nothing prevents
dealing with topographic devices with more complicated shapes. For the resonators, we could for
instance consider curved lateral surfaces defined by an equation of the form r1 = f (r3) for some
well-behaved function f (r3).17 The main additional task would be the computation of the Dirac and
Heavyside functions with an argument taking into account the relation r1 = f (r3).

For cylindrical structures, a further development interesting to develop is for the cases either of
a cylindrical anisotropy more complicated than transverse isotropy or of a rectangular anisotropy:
the mapped orthogonal functions method, with its position-dependent physical constants, allows
to deal simultaneously with the geometry, a complicated anisotropy and eventually a function-
ally graded material. C. Baron claims the same advantage for anisotropy more complicated than
transverse isotropy13 with the Peano expansion of the matricant based on Stroh’s formalism.

Another further development is the calculation of non propagating waves given by complex
solutions. The method such as presented is not able to obtain easily complex solutions and need to
be extended to calculate non propagative waves. The work under progress keeps the advantage of
an eigenvalue system and will be published soon in a subsequent paper. It simply consists in trans-
forming the quadratic eigenvalue problem Eq. (16b) into a linear one via a change of variable9–11

with ω real as input variable and k complex as output variable. This results in an increase in the
dimensionality of the matrices by a factor of four for the same number of terms in the expansions
Eqs. (14a) and (14b). Working with a linear eigenvalue system rather than having recourse to a
tedious characteristic equation is crucial when searching for complex solutions.

Moreover, unlike FEM, the mapped orthogonal functions method has not recourse to a mesh
of the structure. So it can be an alternative to FEM for structures size of which calls for too impor-
tant memory resources. For instance, Laguerre polynomials allow to model semi-infinite acoustic
wave-based devices.

A big challenge which remains to face with the mapped orthogonal functions method is to
deal with acoustic wave-based devices including a mechanical or electric source which gives rise to
propagative waves rather than stationary waves that is to say the modelling of acoustic wave-based
radiant devices.

VI. CONCLUSIONS

The mapped orthogonal functions method has been outlined for analyzing various types of
acoustic wave-based devices, some with guided waves and others with stationary waves. The device
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to automatically incorporate the mechanical and/or electrical boundary conditions into the equations
of motion has been given and explained. Shown are the results for several applications for propaga-
tive and stationary waves. Extensions and possible further developments have been addressed.

Position-dependent physical constants are an interesting device which allows to easily incor-
porate boundary conditions and mechanical and electrical sources into field equations. In addition,
they allow to describe exactly heterogeneous and/or inhomogeneous structures.

It is worth mentioning that, for guided waves in a layered plate supported or not by a sub-
strate, the polynomial approach in Ref. 11 and the mapped orthogonal functions method present
many similarities. Both use a polynomial expansion, result through an orthogonalization process
in a linear eigenvalue problem, can directly determine complex wave numbers for a given fre-
quency and can deal with complicated acoustic wave-based devices, for instance piezoelectric-
piezomagnetic composite devices.11,49 The difference resides in the treatment of the continuity and
boundary conditions. For the mapped orthogonal functions method, the continuity of the gener-
alized displacement vector (mechanical displacement components, electric and magnetic poten-
tials) is ensured by a wise choice of the associated polynomial expansion47 and the continuity
and boundary conditions of the generalized stress vector (normal stress components, normal elec-
tric displacement and magnetic induction) are ensured thanks to the δ-functions given by the
position-dependent physical constants. All these continuity and boundary conditions are incorpo-
rated into equations of motion and the orthogonalization process straightforwardly results in a
system with as many equations as unknowns. For (ω real, k complex), the dimensionality of the
associated matrix eigenvalue equation for a piezoelectric structure with Nc homogeneous layers is
[2 × Nc × {3 × (M + 1)}] × [2 × Nc × {3 × (M + 1)}] where (M + 1) denotes the number of poly-
nomials kept in the expansions of the four components of the generalized displacement vector. For
the polynomial approach in Ref. 11 a first part of the system of equations which govern the wave
motion is given by the equations imposing the continuity and boundary conditions without orthog-
onalization process and the second part, through an orthogonalization process, by the equations
governing the generalized displacement vector. For (ω real, k complex), the dimensionality of the
associated matrix eigenvalue equation for the same piezoelectric structure with Nc homogeneous
layers and the same polynomial expansions is [2 × 4 × Nc × (M + 1)] × [2 × 4 × Nc × (M + 1)]. For
the eigenvalue problem, the dimensionality is slightly at the advantage of the mapped orthog-
onal functions method by a factor of nine-sixteenth. The advantage is even more important for
piezoelectric-piezomagnetic structures, factor of nine-twenty fifth always at the advantage of the
mapped orthogonal functions method. This is counterbalanced, for the approach in Ref. 11, by a
lighter preparatory mathematical work when working with more than three distinct sets of poly-
nomials. Probably the polynomial approach in Ref. 11 could be easily extended (i) to deal with
through-thickness FGM structures and (ii) to give access, for structures with stationary waves,
to modal and forced responses of acoustic wave-based multilayered devices (homogeneous layers
supported or not by a substrate).
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